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Wildfire is a common form of natural disaster present in Southeast Asia due to the high 
temperature and availability of “fuel” during the dry season especially in the form of 
peat. The negative impact of wildfire can be long lasting to the economy, and 
environment. Its occurrences are hard to predict given the number of variables that 
governs it. Thus, due to complex nature of wildfire, a machine learning based approach 
had seemed like the viable solution to the problem. An ANN model was developed for 
this study to predict and map out the wildfire susceptibility of the study area, which 
was Sibu, Sarawak, with data from remote sensing providers sampled through a 
distance-based approach. Variables chosen for this study to develop the ANN model 
was aspect, elevation, lithology type, land use and land cover, normalised difference 
vegetation index, proximity to rivers, and topographic wetness index. The machine 
learning model was evaluated to have a prediction rate area under the curve score of 
0.89, and a precision score of 0.75, making it a viable solution to predict wildfire 
susceptibility.  

Keywords: 
Quantitative approach; Geographical 
Information System; natural hazards  

 
1. Introduction 
 

Amongst all countries in Asia, countries that are located around the equatorial line were 
determined to be highly susceptible to wildfire especially due to the intense seasonal dry weather 
conditions as well was the abundance of peat as the fuel source [1]. The term peat has been 
associated with wildfire due to its high organic contents that are highly combustible when dry [2]. 
Malaysia is one of the countries that fulfils both description as it is in the equatorial line and having 
a widespread deposits of peat especially around the coastal regions [3]. Being a country with the right 
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conditions to have a wildfire occurring particularly in the dry season, Malaysia has been classified as 
a country with high risks of wildfire by the ThinkHazard organization [4]. 

One of the direct impact of wildfire is the loss of tree cover, where Malaysia have lost 1680 km2 
tree cover as result of wildfire from 2001 to 2019, with Sarawak receiving the highest rate of tree 
cover loss due to forest fire with an annual rate of 45 km2/year [5]. Haze is the immediate impact 
that came from the burning which significantly increases the Air Pollution Index that are known to 
cause health concerns [6]. Furthermore, fire in general has a significant impact on the country’s 
economy where the loss in Ringgit Malaysia (Rm) can reach numbers in the billions annually, such as 
in the year 2016, a loss value of Rm 2.4 billion was recorded due to fire, and amongst the recorded 
cases, wildfire dominates the category of fire type [7].  

As wildfire has been determined to be a big problem in Malaysia,  there are several measures 
that have been implemented by the government to potentially mitigate and control it such as 
introducing fines for open burning under the Environmental Protection Act of 1974 section 29A [8]. 
Besides that, under the Malaysian Meteorological Department, a wildfire risk monitoring and 
mapping system was developed which determines the risk of wildfire through a scoring system 
adopted from the Canadian Forest Service [9]. Recently, the local authorities are looking forward to 
implementing an Artificial Intelligence (AI) based approach to predict wildfire susceptibility in 
Malaysia [10]. 

A subset of AI that enable data-driven prediction is Machine Learning (ML). Supervised learning 
approaches in ML is suitable for wildfire susceptibility prediction as it crawls through the training data 
that is used to develop the ML models predictive capabilities by finding the relationship between the 
input and the output variables [11]. There are many different ML models each with their own 
strength and weaknesses such as Artificial Neural Network (ANN), Support Vector Machine (SVM), 
and Linear Regression (LR). However, ANN stands out when it comes to predicting susceptibility of 
natural disasters not limited to wildfire as it has been determine to have a consistent accuracy across 
many different region [12]. Furthermore, in a case study to predict wildfire in Similipal Tiger Reserve, 
India, the ANN model developed for the study  outperform the other deployed model [13]. 

Although ML models are viable methods to predict wildfire susceptibility, it is unusable if data is 
unavailable. Thus, through the advancement of free remote sensing data, the publicly available data 
were incorporated into the training data alongside data that are locally available. Contemporarily, 
remote sensing data are possible alternative to traditional survey data, albeit a majority of the data 
having lower accuracy in terms of resolution [14]. Furthermore, the remote sensing data have 
enabled the mapping process as the provided data are georeferenced [15].  

With remote sensing data ensuring the ANN model can be trained to predict wildfire susceptibility 
as well as mapping it out, what is left is to determine the strategy approach to prepare the data, 
particularly the target variable of fire-free areas. Based on a recent framework for wildfire mapping 
in Malaysia which outline the fire-free points approach method, the common approach is to create 
fire free points randomly in areas that have not been categorised as burnt areas for the past 20 years 
[16]. However, several problems have been identified when developing the fire free points through 
this approach, which were the unavailability of historical data, and the changing patterns of wildfire 
behaviour due to human settlements may cause insufficient amounts of fire free points for training 
purposes [17]. 

Thus, this study suggests that the fire free points to be randomly taken at the furthest distance 
from the fire points within the current year of interest. This approach with the binary target will help 
the ML model to develop the in-between regression values based on the training data [18]. The study 
that has been conducted was restricted to the Sibu town area in Sarawak which is widely regarded 
as having the town that has the most problem with peat in Sarawak to the point that structures would 
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be engulfed by peat when given enough time [19]. Furthermore, the ANN model was developed 
considering variables that are freely available and related to the problem, which were aspect, 
elevation, lithology type, land use and land cover (LULC), normalised difference vegetation index 
(NDVI), proximity to rivers (PTR), and topographic wetness index (TWI). 
 
2. Methodology  
2.1 Study Area 

 
Sibu is a town located in central Sarawak with an area of 129.5 km2, around 60 km from the 

shoreline, and in the middle of the town flows the Rajang river as in Figure 1 [20]. The town is 
occupied by 288,000 residents, the third highest in the state behind Kuching with 711,500 and Miri 
with 356,900 residents, albeit having the smallest area amongst the three where Kuching has 431 
km2, whilst Miri has 997.43 km2 as of 2020 [21]. Being in close proximity to the coastal line, Sibu 
geologically to be a place that is not structurally sound, due to the dominant presence of peat 
throughout the town [22]. These two variables have influenced this research to be conducted in Sibu 
as population density, and the presence of peats are known to have a large influence on wildfire 
occurrences. From 22 to 26 July of 2024, there were a total of 42 recorded cases of wildfire 
throughout Sarawak where Sibu has the highest amount of cases being reported with 30.95% of the 
total cases, followed by Miri with 26.19% [23]. In the previous year of 2023, out of 2,090 emergency 
calls regarding wildfire, 705 cases were reported to be related to the burning of shrubs or scrubs, 
which are abundant on peatland [24]. Sibu was chosen as the study area due to the high number of 
wildfire cases relative to its size. Furthermore, as Sibu is dominated by the peatlands and as has a 
high number of residents, successfully predicting wildfire for the town could lead to a better 
understanding of wildfire behaviour in towns with similar geological and anthropogenic properties 
such as Miri, and Mukah.  

 

 
Fig. 1. Study area general location 
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2.2 Dataset 
 

The ANN model developed in this study was a supervised ML model, thus a labelled dataset is 
required. The first step after understanding the problem is to collect the data that are related to the 
problem as seen in Figure 2. The labelled features of the dataset in this study were aspect, elevation, 
lithology, LULC, NDVI, proximity to river, and TWI, and the target were fire, and fire free points. Post 
data collection, the data were extracted and checked for multicollinearity [25]. 
 

 
Fig. 2. Data collection 

2.2.1 Wildfire and Wildfire-Free Points 
 

The distribution of each variable that was available in the dataset can be seen in Figure 3. The 
target variable of wildfire and wildfire free (fire free) points is illustrated in Figure 3(a), which were 
important for the ANN model to be able to develop its understanding on the wildfire susceptibility 
levels. The historical wildfire points for Sibu were obtained from NASA’s Moderate Resolution 
Imaging Spectroradiometer (MODIS) Fire Information for Resource Management System (FIRMS) 
[26]. The provided data, however, varies in terms of location accuracy, and level of confidence. Thus, 
cross-referencing with Google’s Earth Pro was conducted to ensure that the given location was 
accurate as well as to increase the level of confidence by confirming the possibility of fire [27].  

The fire free points on the other hand were determined by randomly creating points at the 
furthest distance from the fire points. Although this approach was considered conservative, it was 
applied in previous studies albeit for a different type of natural disasters, which was landslide [28]. 
This application in wildfire susceptibility mapping will help the ANN model to understand the in-
between risk from the binary target variables. In total, there were 41 historical wildfire points, and 
244 wildfire free points in the study area. 
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2.2.2 Aspect 
 

Aspect refers to the primary orientation of given slope face, with values ranging from 0° to 
approximately 360° as seen in Figure 3(b). Aspect orientation controls other variables such as the 
deposition of soil, and local weather conditions where degree of solar variation may varies [29]. 
Generally, an area with that receives a higher rate of solar radiation are expected to be more 
susceptible towards wildfire due to the drier conditions. Furthermore, aspect is also known to 
influence the local wind patterns [30]. This is done through certain aspect may block or allow the 
wind to flow, thus influencing the wildfire direction through wind. In conclusion, aspect is known to 
control local weather conditions which are known to be related to wildfire behaviour. The aspect 
raster in this study was obtained as a terrain product of the elevation raster, extracted through the 
System for Automated Geoscientific Analyses (SAGA) plugin in Quantum Geographical Information 
System (QGIS) [31].  

 
2.2.3 Elevation 
 

Elevation is a feature that has a great influence on fuel moisture in this study as it is known be 
correlated with precipitation and temperature [32]. A previous study has concluded that as elevation 
increases the likelihood of wildfire decreases [33]. Although, highly elevated areas tends be drier, the 
risk is mostly mitigated by the low air and oxygen density required for combustion [32].  Furthermore, 
in a tropical study area such as Sibu, elevation also shows the peat distribution where it is mostly 
concentrated in low-lying areas, making the lower elevation areas having a higher risk of wildfire [34]. 
The elevation raster in this study was obtained from NASA’s Shuttle Radar Topography Mission where 
it shows that the elevation of the study area ranges from -9m to 273m as seen in Figure 3(c)  [35]. 

 
2.2.4 Lithology 
 

Lithology refers to the physical and chemical characteristics of rocks and soils. Certain lithology 
have  a higher possibility of wildfire, especially those with high organic contents and supports dense 
vegetation which translate to more fuel such as peat [36]. The lithology data of this study was the 
only data not obtained from a remote sensing data provider, instead, it was obtained through the 
local Department of Minerals and Geosciences (JMG). From the lithology map as seen in Figure 3(d), 
there were only two distinct types of lithology present in the study area, which were: 

 
i. Clay, silt, sand, and peat. 
ii. Argillaceous rocks, some Arenaceous rocks with Calcareous beds. 

 
Judging by the lithology type alone, the first lithology of clay, silt, sand, and peat seems to have 

the higher likelihood of wildfire in comparison to argillaceous rocks and some arenaceous rocks with 
calcareous beds, due to the presence of peat that consists of mostly organic matter [36]. 

 
2.2.5 Land Use and Land Cover 
 

Land Use and Land Cover (LULC) depicts the surface properties of an area, which includes the 
natural land cover type, and anthropogenic land use. Different land covers such as grasslands and 
trees have different levels of wildlife susceptibility, as grasslands combusts easier in comparison to 
trees [37]. Furthermore, land use such as built areas, and agricultural fields have different wildfire 
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susceptibility [38]. The LULC raster file was obtained from the Environmental Systems Research 
Institute (ESRI), which have shown that the LULC of Sibu consisted of water, trees, grass, flooded 
vegetation, crops, scrub/shrubs, built area, bare ground, and clouds as seen in Figure 3(e) [39].  
 
2.2.5 Normalised Difference Vegetation Index 
 

Normalised Difference Vegetation Index (NDVI) represents the vegetation density, and health of 
a certain area [40]. A higher NDVI indicates a high density of vegetation which has a higher moisture 
content due to the healthy vegetation. Low NDVI on the other hand indicates barren areas, dead and 
dry vegetation, and built areas, which is typically prone to combustion [41]. The NDVI of the study 
area ranges from -0.579 to 0.861 as seen in Figure 3(f). The NDVI raster file was obtained from the 
United States Geological Survey (USGS) [42]. 

 
2.2.6 Proximity to Rivers 
 

Areas that are near rivers generally have a lower likelihood of wildfire due to the high moisture 
conditions of the soil in the area as opposed to areas that are further from rivers [43]. The proximity 
to rivers raster file in this study was obtained by using the river network data from OpenStreetMap 
(OSM), and determining the distance through the proximity raster plugin in QGIS [44]. The proximity 
to rivers raster as seen in Figure 3(g) shows that the furthest distance from rivers in Sibu was 
19,587.55m.  

 
2.2.6 Topographic Wetness Index 
 

Topographic Wetness Index (TWI) is a measure of the terrain control on hydrological processes 
that shows the potential of soil moisture accumulation where a higher TWI indicates a wetter area, 
which are generally less susceptible to combustion as opposed to areas with a lower TWI [45]. The 
TWI map was another derivative product of the elevation raster file, and it was obtained through the 
SAGA plugin in QGIS [31]. The TWI of the study area ranges from 2.669 to 9.577 as seen in Figure 
3(h). 
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Fig. 3. (a) Proximity to fire map, (b) Aspect map, (c) Elevation map, (d) Lithology map, (e) LULC map, (f) 
NDVI map, (g) Proximity to river map, and (h) TWI map 

 
2.2.7 Training Data and Testing Data  
 

The previously mentioned feature’s variables were used and recommended to develop the 
dataset required by the ANN model. After extracting the values of each feature variables by using the 
target variables that has been denoted with 0 as fire free points, and 1 as fire points, the dataset 
underwent a multicollinearity check. This was done to avoid any issues that could arose due to 
multicollinearity from the training data made from the primary dataset such as data redundancy that 
could lead to overfitting [46]. Multicollinearity especially amongst the input variables are very 
important as it shows how similar the variables are [47]. In this study, whenever two input variables 
resulted in a multicollinearity score exceeding 0.8 one of the variables would be removed [48]. After 
no significant multicollinearity has been determined, the primary dataset was split into training data 
and testing data with a ratio of 90:10. 
 
 
 
 

(a) (b) (c) 

(d) (e) (f) 

(g) (h) 
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2.3 ANN Model and Mapping 
 

An ANN model is a form of ML model with the capabilities to simulate a human-brain in the form 
of statistical model. This was done by mimicking the interconnected neurons of the brain which 
develops its predictive capabilities [45]. There were numerous studies conducted to evaluate the 
appropriateness of using an ANN model to predict natural hazards susceptibility with high level of 
success and not limited to wildfires [49], [50]. To develop the ANN model predictive capabilities, the 
training data was used which was initially evaluated through Root Mean Squared Error (RMSE), whilst 
the testing data was used to evaluate the ANN model prediction performance based on the 
evaluation metrics of Area Under the Curve (AUC) and precision [51]. There were several 
hyperparameters of the ANN model that were tuned in this study to ensure the predictions were as 
accurate as possible, which were the number of neurons in the hidden layers, learning rate, learning 
algorithm, and the maximum learning steps [52]. The flow of the process can be seen in Figure 4. 
 

 
Fig. 4. ANN model development and wildfire 
susceptibility mapping 

 
2.3.1 Data Pre-processing 
 

Data-preprocessing was conducted before using the raw data to train and test the ANN model. 
There were two methods applied in the data-preprocessing stage from different variables, which 
were normalisation for numerical variables, and one-hot encoding for categorical variables. 
Normalisation was applied to elevation, NDVI, proximity to river, and TWI. Normalisation scales the 
values of each numerical variables from 0 to 1, to avoid any potential biases resulting from the 
disparity between the variables values, such as in comparison to the proximity to road, the elevation 
variable values are smaller [53]. The normalisation equation can be seen in Eq. (1). 
 

𝑌 = 	
𝑋 − 𝑋!"#

𝑋!$% − 𝑋!"#
 (1) 
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Where X is the raw value of a particular numerical variable, Xmin is the minimum value of the variable, 
Xmax is the maximum value of the variable, and Y is the normalised value of X. 

On the other hand, categorical variables of aspect, lithology type, and LULC have underwent one-
hot encoding. One-hot encoding is a process where the categorical variables were classified into 
respective group in a single category. This provides the ANN model with a format that it can 
understand, as the categorical could not be represented through numbers [54]. The aspect values 
were categorised with each class having a value of 45°, lithology types were categorised based on 
the type of lithology, and LULC classes were also organised as such. 
 
2.3.2 Number of Neurons in the Hidden Layers 
 

The hidden layers are located in between the input layer, and the output layer. In this study, a 
single hidden layer was utilised. The number of neurons in the hidden layer is responsible for the 
ANN model capability to understand complex relationships amongst the input variables, and the 
output variables [55]. There are no definite amounts of neurons in the hidden layer making the 
manual optimisation a necessity, as too many neurons would cause overfitting, and to little neurons 
would cause underfitting [56]. Thus, hyperparameter tuning for the number of neurons in the hidden 
layer was done by starting at a small value. 

 
2.3.3 Learning Rate 
 

The learning rate depicts the size of weight adjustments for the learning process of the ANN 
model. Too large of a learning rate will cause a suboptimal solution, and too small of learning rate 
will cause a lengthy process that exceeds the optimal training time [57]. For the tuning of learning 
rate, it is generally acceptable to set it at the value in 0.00n to obtain the performance [58]. 

 
2.3.4 Learning Algorithm 
 

Learning algorithm refers to the algorithm used to optimise the loss function, and weights 
adjustments of the ANN model. An example of the learning algorithm is backpropagation, where 
weights within the ANN model are adjusted iteratively from the input layer to the output layer until 
the maximum learning steps has been achieved, or the loss converges to a minimum value [59]. The 
backpropagation learning algorithm was adopted in this study as it has been widely used in numerous 
prior studies regarding natural disaster predictions [25,59]. 

 
2.3.5 Maximum Learning Steps 
 

Maximum learning steps refers to the maximum number of iterations the backpropagation 
algorithm can take. Too large of a maximum learning steps will lead to overfitting and a higher 
computational cost, and too small of a maximum learning steps will lead to underfitting [52]. 

 
2.3.6 Root Mean Squared Error 
 

The root mean squared error (RMSE) as seen in Eq. (2) shows the potential deviation in the errors 
of the predicted value to the actual value. It was particularly useful in the training phase as it indicates 
the potential success of the phase by the showing the potential error of prediction during the training 
phase [60].  
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𝑅𝑀𝑆𝐸 =	*
1
𝑛
-(𝑌" − 𝑦")&
#

"'(

 (2) 

 
Where n is the number of observations, 𝑌"  is the predicted value, and 𝑦"  is the actual value. 

 
2.3.7 Accuracy 
 

The accuracy of the ANN model was evaluated through the AUC method as seen in Eq. (3). AUC 
shows the ratio of correct prediction of true positive (TP) and true negative (TN), to the total amount 
of prediction which includes the false positive (FP) and false negative (FN)  [61]. In ML, AUC is 
particularly used to show the overall predictive performance of the ML models [62]. The minimum 
AUC for this study was set at 0.8, which is the most widely accepted minimum accuracy in ML 
applications for natural hazards prediction [63]. 

 

𝐴𝑈𝐶 =	
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (3) 

 
2.3.8 Precision 
 

Precision is an indicator of the ANN model reliability. Precision is determined by calculating the 
ration between the TP to the TP and FP instances as seen in Eq. (4) [64]. Precision was particularly 
useful when it comes to mapping out the wildfire susceptibility as the area of Sibu town is relatively 
small and a low precision could cost the map to be consisted mostly of high-risk areas. The minimum 
precision for this study was set at 0.7 by considering prior research in the flied [17]. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 	
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (4) 

 
2.3.9 Precision 
 

After the ANN model has satisfied all evaluation metrics based on the testing data, then and only 
then can the wildfire susceptibility map be developed. To develop the map, the georeferenced raster 
files of the feature variables were converted into a numerical data frame before conducting the same 
data preprocessing method of the training data and testing data to it [65]. As the pre-processed 
numerical data frame were in the same format as the training and testing data, the ANN model was 
able to predict the wildfire susceptibility for the whole area of Sibu town. The final step was to 
convert the numerical data frame into the wildfire susceptibility map, by removing all of the previous 
variables except for the longitude, latitude, and the wildfire susceptibility score predicted by the ANN 
model [66].  
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3. Results  
3.1 Multicollinearity 
 

High multicollinearity amongst the input variables is not a preferable condition for an ANN model 
training data, and the results for the multicollinearity amongst all variables in this study can be seen 
in Table 1. Amongst the input variables, elevation and proximity to river achieved the highest score 
of 0.66, which can be interpreted as elevation increases, the distance to a river also increases. Albeit 
high, the multicollinearity score did not exceed the threshold of 0.8, thus, no input variables were 
removed from the dataset [67]. As for the multicollinearity score between the input variables to the 
output, the highest score was 0.19, which shows that at a certain range, the further the distance from 
the river, the higher the susceptibility towards wildfire. This can be said as well for the elevation 
variable, with a multicollinearity score towards the target being 0.12.  

 
Table 1 
Multicollinearity matrix 
  ASPECT ELEVATION LITHOLOGY LULC NDVI RIVER TWI FIRE 
ASPECT 1.00        

ELEVATION 0.04 1.00       

LITHOLOGY 0.06 0.46 1.00      

LULC -0.06 -0.12 0.33 1.00     

NDVI 0.07 0.16 -0.20 -0.54 1.00    

RIVER -0.01 0.66 0.35 -0.27 0.20 1.00   

TWI -0.13 -0.33 -0.24 -0.02 0.01 -0.18 1.00  

FIRE 0.03 0.12 -0.05 -0.06 -0.05 0.19 0.07 1.00 
Note: RIVER refers to proximity to river, and FIRE refers to the occurrences of wildfire. 

 
3.2 RMSE 
 

In this study, the RMSE scores were primarily used as a preliminary assessment towards the ANN 
model prediction accuracy in terms of potential error in unit based on the different hyperparameter 
configuration [68]. A total of three trial with different configurations of the ANN model 
hyperparameters namely the number of neurons in the hidden layer and the maximum steps were 
conducted, where the learning rate was kept uniform with 0.001, and a learning algorithm of 
backpropagation as seen in Table 2. Throughout the three trials, the second trial achieved the lowest 
RMSE score with 0.038. The RMSE results indicated that the final prediction of the ANN model may 
deviate in magnitude of +0.038 [69]. Hence, the final hyperparameter configuration of the ANN 
model was to have 4 neurons in the hidden layer, a learning rate of 0.001, a backpropagation learning 
algorithm, and a maximum steps of 1e+10. The RMSE was determined to be satisfactory as a prior 
research in the field of natural hazards predictions has accepted a maximum RMSE score of 0.15 [70]. 

 
Table 2 
RMSE score based on trials 
Trial Neuron Learning Rate Algorithm  Maximum Steps RMSE 
1 4 0.001 Backpropagation 1e+8 0.110 
2 4 0.001 Backpropagation 1e+10 0.038 
3 6 0.001 Backpropagation 1e+10 0.086 
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3.3 Accuracy and Precision 
 

The training data and testing were used to evaluate the training success rate, and prediction 
success rate as seen in Error! Reference source not found.. The training success rate evaluates the 
ANN model accuracy in the phase as well as its precision. Overall, the trainings success rate was 
determined to have an AUC score of 0.98, with a precision of 1, indicating all TP occurrences were 
accordingly classified. In total, there were 254 instances in the training data. Thus, it was concluded 
that the training phase of the ANN model was highly successful [51]. As for the prediction success 
rate with the testing data, the ANN model was determined to have an AUC score of 0.89 which was 
faithful to a previous research that deploys other ML models with the highest AUC score of 0.879, 
with a precision of 0.75 [17]. Based on the never-before-seen testing data, only 1 FP occurrence was 
observed, leading to the precision score of 0.75. As for the accuracy, it was degraded mainly by 1 FP 
and 2 FN negative instances. Given the small size of the testing data and the evaluation metrics, the 
ANN model was considered to be successful in predicting the wildfire susceptibility of Sibu [71].  

 
Table 3 
Accuracy and Prediction based on data 
Metric\Data Training Testing 
Accuracy 0.98 0.89 
Precision 1.00 0.75 

 
3.4 Wildfire Susceptibility Map 
 

The wildfire susceptibility map of Sibu as seen in Figure 3 was the final product of this study. The 
primary limitation of the map was the exclusion of crucial hydrological data that greatly influences 
the occurrence of wildfire such as rainfall, and wind patterns [13]. Furthermore, as with most the 
natural disasters, the susceptibility levels may changes from time to time as certain variables are 
dynamic in nature, such as rainfall, NDVI, and surface temperatures [72]. Thus, the accuracy of the 
map was restricted to time of the raster files made available. The wildfire susceptibility map shows 
that most of the built areas in Sibu are located outside the perimeter of the fire. The most prone LULC 
type to wildfire in Sibu was deemed to be trees [73]. Furthermore, referring to the elevation map, 
the highly elevated areas are considered safe from any possibility of wildfire. Most of the highly 
susceptible areas are in the low to medium elevation. In terms of lithology, albeit having large 
amounts of organic materials, clay, silt, sand, and peat are in low susceptibility regions, potentially 
due to the deposition of the lithology being near the rivers. Referencing the NDVI map, regions with 
high NDVI correlated highly with high susceptibility regions likely due to the availability of burn fuel.  

Unlike the current map of fire weather index developed by the Meteorological Department of 
Malaysia, the wildfire susceptibility map was developed through an ML approach whereas the fire 
weather index map was developed through a scoring system [74]. The wildfire susceptibility map 
provides a more detailed level of wildfire susceptibility in comparison the fire weather index map. 
Furthermore, the fire weather index map did not consider variables such as lithology type, NDVI, and 
elevation, with the variables used were the meteorological variables of temperature, relative 
humidity, rainfall, and wind speed [9]. As for the ANN model, if high resolution data of meteorological 
variables used by the fire weather index are to be made available to the public, it can be easily added 
to the training data of the ANN model for update, as compared to establishing new scores for new 
variables for the fire weather index [75]. Nevertheless, the data pool size for the ANN model was 
relatively small, thus it should be used in conjunction with the government supplied fire weather 
index map to provide a more trustworthy prediction. 
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Fig. 5. (a) Wildfire susceptibility map of Sibu, and (b) East Malaysia fire weather index 
 

4. Conclusions 
 

In conclusion, for a small-scale wildfire susceptibility map, the ANN model developed through the 
incorporation of remote sensing data with distance-based fire free points sampling was successful. 
There was no significant multicollinearity amongst the input variables that could degrade the ML 
model predictive performance with the highest score being amongst elevation and proximity to river 
with a score of 0.66. This study has greatly supported the national peatland fire prevention 
programme which was initiated by the Department of Environment. Based on the evaluation metrics 
of RMSE, AUC, and precision the ANN model has been greatly successful and faithful to the previous 
studies in the field with a score of 0.038, 0.89, and 0.75 respectively. The final product of the wildfire 
susceptibility map can be used as a preliminary assessment alongside the fire weather index map 
developed by the authority to provide a better mitigation effort when it comes to combating wildfire 
in Sibu. Finally, the ANN model could provide insights on wildfire behaviour in other regions of 
Sarawak, specifically those with similar geological, and topographical properties such as Kota 
Samarahan in the Kuching division down South, and Miri up North, where both areas are known to 
have large distribution of peatlands as well as flat areas. 
 
Acknowledgement 
The authors acknowledge Ministry of Higher Education Malaysia, Fundamental Research Grant 
Scheme, FRGS/1/2022/TK06/UNIMAS/01/1 and Universiti Malaysia Sarawak for supporting this 
project.  
 
References 
[1] Kamarudin, Suryani, Abdalla Alsedig A. Obeid, and Mohd Zahirasri Mohd Tohir. "Fire risk and health impact 

assessment of a malaysian landfill fire." PERINTIS eJournal 10, no. 2 (2020): 68-83. 
[2] Likhanova, Irina A., Svetlana V. Deneva, Yuriy V. Kholopov, Elena G. Kuznetsova, Olga V. Shakhtarova, and Elena M. 

Lapteva. "The effect of hydromorphism on soils and soil organic matter during the primary succession processes of 
forest vegetation on ancient alluvial sands of the European North-East of Russia." Forests 13, no. 2 (2022): 230. 
https://doi.org/10.3390/f13020230 

[3] M. S. Wan Ahmad, "Fire Situation in Malaysia," Rome (2001). 

https://doi.org/10.3390/f13020230


Semarak International Journal of Machine Learning    
Volume 5, Issue 1 (2025) XX-XX 

14 
 

[4] M. Pipit, S. N. Dyah, Aminatun Sukma, T. Hastomo, S. Sri Wahyuni, and T. Sitepu, "Identify natural hazards in your 
project area and understand how to reduce their impact," 2020. 

[5] Tyukavina, Alexandra, Peter Potapov, Matthew C. Hansen, Amy H. Pickens, Stephen V. Stehman, Svetlana 
Turubanova, Diana Parker et al. "Global trends of forest loss due to fire from 2001 to 2019." Frontiers in Remote 
Sensing 3 (2022): 825190. https://doi.org/10.3389/frsen.2022.825190 

[6] Department of Environment, "Environmental Quality Report 2019," (2019) 
[7] N. Khoo, "The cost of fires," EdgeProp (2024).  
[8] Department of Environment Malaysia, "Larangan Pembakaran Terbuka," Department of Environment, Ministry of 

Natural Resources & Environment. (2007).  
[9] Groot, William J. de, Robert D. Field, Michael A. Brady, Orbita Roswintiarti, and Maznorizan Mohamad. 

"Development of the Indonesian and Malaysian fire danger rating systems." Mitigation and Adaptation Strategies 
for Global Change 12 (2007): 165-180. https://doi.org/10.1007/s11027-006-9043-8 

[10] M. A. Zulkifley, "Peranan teknologi AI cegah kebakaran hutan," Harakahdaily. (2024)  
[11] Ado, Moziihrii, and Khwairakpam Amitab. "Landslide susceptibility mapping using support vector machine for 

Meghalaya, India." In 2023 4th International Conference on Computing and Communication Systems (I3CS), pp. 1-
6. IEEE, 2023. https://doi.org/10.1109/I3CS58314.2023.10127361 

[12] Aziz, Nur Farhana Abdul, Norsuzila Yaacob, Azita Laily Yusof, and Murizah Kassim. "A Review of Wildfire Studies 
Using Machine Learning Applications." Journal of Advanced Research in Applied Mechanics 114, no. 1 (2024): 13-
32. 

[13] Singha, Chiranjit, Kishore Chandra Swain, Armin Moghimi, Fatemeh Foroughnia, and Sanjay Kumar Swain. 
"Integrating geospatial, remote sensing, and machine learning for climate-induced forest fire susceptibility 
mapping in Similipal Tiger Reserve, India." Forest Ecology and Management 555 (2024): 121729. 
https://doi.org/10.1016/j.foreco.2024.121729 

[14]  Rudra, Rhyme Rubayet, and Showmitra Kumar Sarkar. "Artificial neural network for flood susceptibility mapping in 
Bangladesh." Heliyon 9, no. 6 (2023). https://doi.org/10.1016/j.heliyon.2023.e16459 

[15] Acosta, Fidel Cándano, Samuel Parra Rengifo, Marcos L. García, Eraldo A. Trondoli Matricardi, and Guido Briceño 
Castillo. "Road network planning in tropical forests using GIS." Croatian Journal of Forest Engineering: Journal for 
Theory and Application of Forestry Engineering 44, no. 1 (2023): 153-169. 
https://doi.org/10.5552/crojfe.2023.1742 

[16] Chew, Yee Jian, Shih Yin Ooi, Ying Han Pang, and Zheng You Lim. "Framework to Create Inventory Dataset for 
Disaster Behavior Analysis Using Google Earth Engine: A Case Study in Peninsular Malaysia for Historical Forest Fire 
Behavior Analysis." Forests 15, no. 6 (2024): 923. https://doi.org/10.3390/f15060923 

[17] Iban, Muzaffer Can, and Aliihsan Sekertekin. "Machine learning based wildfire susceptibility mapping using 
remotely sensed fire data and GIS: A case study of Adana and Mersin provinces, Turkey." Ecological Informatics 69 
(2022): 101647. https://doi.org/10.1016/j.ecoinf.2022.101647 

[18] Shahin, Mohamed A. "State-of-the-art review of some artificial intelligence applications in pile 
foundations." Geoscience Frontiers 7, no. 1 (2016): 33-44. https://doi.org/10.1016/j.gsf.2014.10.002 

[19] Billy, "Sibu , sebuah bandar yang boleh tenggelam di Sarawak," Green Sarawak (2024). 
[20] DOSM, "Ringkasan perangkaan penting bagi kawasan Pihak Berkuasa Tempatan, Malaysia, 2010," (2010). 
[21] M. D. of Statistics, "Sarawak Population," Sarawak Government (2024). 
[22] Lulie, M. E. L. L. I. N. G., R. Y. U. S. U. K. E. Hatano, and M. I. T. S. U. R. U. Osaki. "Sustainable agriculture development 

on tropical peatland." In 17th World Congress of Soil Science (WCSS), pp. 1-10. 2002. 
[23] S. Husna, "42 kes kebakaran terbuka direkodkan di seluruh Sarawak bagi tempoh 22-26 Julai 2024," Suara Sarawak 

(2024). 
[24] K. Drahman, "JBPM Sarawak berjaya selamat lebih RM21 . 229 billion nilai harta benda sepanjang 2023," RTM 

(2024). 
[25] Bravo-López, Esteban, Tomás Fernández Del Castillo, Chester Sellers, and Jorge Delgado-García. "Analysis of 

conditioning factors in cuenca, ecuador, for landslide susceptibility maps generation employing machine learning 
methods." Land 12, no. 6 (2023): 1135. https://doi.org/10.3390/land12061135 

[26] NASA FIRMS, "MODIS Collection 61 NRT Hotspot / Active Fire Detections MCD14DL," NASA (2024) 
[27] Badola, Shubham, Varun Narayan Mishra, Surya Parkash, and Manish Pandey. "Rule-based fuzzy inference system 

for landslide susceptibility mapping along national highway 7 in Garhwal Himalayas, India." Quaternary Science 
Advances 11 (2023): 100093. https://doi.org/10.1016/j.qsa.2023.100093 

[28] Ullah, Kashif, Yi Wang, Zhice Fang, Lizhe Wang, and Mahfuzur Rahman. "Multi-hazard susceptibility mapping based 
on Convolutional Neural Networks." Geoscience Frontiers 13, no. 5 (2022): 
https://doi.org/10.1016/j.gsf.2022.101425 

[29] Fan, Junliang, Xiukang Wang, Lifeng Wu, Hanmi Zhou, Fucang Zhang, Xiang Yu, Xianghui Lu, and Youzhen Xiang. 

https://doi.org/10.3389/frsen.2022.825190
https://doi.org/10.1007/s11027-006-9043-8
https://doi.org/10.1109/I3CS58314.2023.10127361
https://doi.org/10.1016/j.foreco.2024.121729
https://doi.org/10.1016/j.heliyon.2023.e16459
https://doi.org/10.5552/crojfe.2023.1742
https://doi.org/10.3390/f15060923
https://doi.org/10.1016/j.ecoinf.2022.101647
https://doi.org/10.1016/j.gsf.2014.10.002
https://doi.org/10.3390/land12061135
https://doi.org/10.1016/j.qsa.2023.100093
https://doi.org/10.1016/j.gsf.2022.101425


Semarak International Journal of Machine Learning    
Volume 5, Issue 1 (2025) XX-XX 

15 
 

"Comparison of Support Vector Machine and Extreme Gradient Boosting for predicting daily global solar radiation 
using temperature and precipitation in humid subtropical climates: A case study in China." Energy conversion and 
management 164 (2018): 102-111. https://doi.org/10.1016/j.enconman.2018.02.087 

[30] Desyatkin, R. V., M. V. Okoneshnikova, A. Z. Ivanova, A. R. Desyatkin, and N. V. Filippov. "Sandy soils of desert-like 
landscapes (tukulans) of Central Yakutia." In IOP Conference Series: Earth and Environmental Science, vol. 862, no. 
1, p. 012003. IOP Publishing, 2021. https://doi.org/10.1088/1755-1315/862/1/012003 

[31] Conrad, Olaf, Benjamin Bechtel, Michael Bock, Helge Dietrich, Elke Fischer, Lars Gerlitz, Jan Wehberg, Volker 
Wichmann, and Jürgen Böhner. "System for automated geoscientific analyses (SAGA) v. 2.1. 4." Geoscientific model 
development 8, no. 7 (2015): 1991-2007. https://doi.org/10.5194/gmd-8-1991-2015 

[32] González, José Ramón, Marc Palahí, Antoni Trasobares, and Timo Pukkala. "A fire probability model for forest 
stands in Catalonia (north-east Spain)." Annals of Forest Science 63, no. 2 (2006): 169-176. 
https://doi.org/10.1051/forest:2005109 

[33] Schoenberg, Frederic Paik, Roger Peng, Zhijun Huang, and Philip Rundel. "Detection of non-linearities in the 
dependence of burn area on fuel age and climatic variables." International Journal of Wildland Fire 12, no. 1 (2003): 
1-6. https://doi.org/10.1071/WF02053 

[34] Davies-Barnard, Taraka, Jennifer L. Catto, Anna B. Harper, Muhammad Ali Imron, and FJ Frank van Veen. "Future 
fire risk under climate change and deforestation scenarios in tropical Borneo." Environmental Research Letters 18, 
no. 2 (2023): 024015. https://doi.org/10.1088/1748-9326/acb225 

[35] Farr, Tom G., Paul A. Rosen, Edward Caro, Robert Crippen, Riley Duren, Scott Hensley, Michael Kobrick et al. "The 
shuttle radar topography mission." Reviews of geophysics 45, no. 2 (2007). 
https://doi.org/10.1029/2005RG000183 

[36] Alamgir, Mohammed, Mason J. Campbell, Sean Sloan, Jayden Engert, Jettie Word, and William F. Laurance. 
"Emerging challenges for sustainable development and forest conservation in Sarawak, Borneo." PloS one 15, no. 
3 (2020): e0229614. https://doi.org/10.1371/journal.pone.0229614 

[37] Nguyen, Diem-My Thi, Thi-Nhung Do, Son Van Nghiem, Jiwnath Ghimire, Kinh-Bac Dang, Van-Trong Giang, Kim-Chi 
Vu, and Van-Manh Pham. "Flood inundation assessment of UNESCO World Heritage Sites using remote sensing and 
spatial metrics in Hoi An City, Vietnam." Ecological Informatics 79 (2024): 102427. 
https://doi.org/10.1016/j.ecoinf.2023.102427 

[38] Coskuner, Kadir Alperen. "Land use/land cover change as a major driver of current landscape flammability in 
Eastern Mediterranean region: A case study in Southwestern Turkey." Bosque 43, no. 2 (2022): 157-167. 
https://doi.org/10.4067/S0717-92002022000200157 

[39] Karra, Krishna, Caitlin Kontgis, Zoe Statman-Weil, Joseph C. Mazzariello, Mark Mathis, and Steven P. Brumby. 
"Global land use/land cover with Sentinel 2 and deep learning." In 2021 IEEE international geoscience and remote 
sensing symposium IGARSS, pp. 4704-4707. IEEE, 2021. https://doi.org/10.1109/IGARSS47720.2021.9553499 

[40] Suwanno, Piyapong, Chaiwat Yaibok, Thaksakorn Pornbunyanon, Chollada Kanjanakul, Chayanat Buathongkhue, 
Noriyasu Tsumita, and Atsushi Fukuda. "GIS-based identification and analysis of suitable evacuation areas and 
routes in flood-prone zones of Nakhon Si Thammarat municipality." IATSS research 47, no. 3 (2023): 416-431. 
https://doi.org/10.1016/j.iatssr.2023.08.004 

[41] Reszka, Pedro, and Andrés Fuentes. "The great Valparaiso fire and fire safety management in Chile." Fire 
Technology 51 (2015): 753-758. https://doi.org/10.1007/s10694-014-0427-0 

[42] Edamo, Muluneh Legesse, Tigistu Yisihak Ukumo, Tarun Kumar Lohani, Melkamu Teshome Ayana, Mesfin Amaru 
Ayele, Zerihun Makayno Mada, and Dawit Midagsa Abdi. "A comparative assessment of multi-criteria decision-
making analysis and machine learning methods for flood susceptibility mapping and socio-economic impacts on 
flood risk in Abela-Abaya floodplain of Ethiopia." Environmental Challenges 9 (2022): 100629. 
https://doi.org/10.1016/j.envc.2022.100629 

[43] Addis, Abinet. "GIS– based flood susceptibility mapping using frequency ratio and information value models in 
upper Abay river basin, Ethiopia." Natural Hazards Research 3, no. 2 (2023): 247-256. 
https://doi.org/10.1016/j.nhres.2023.02.003 

[44] Lemenkova, Polina, and Olivier Debeir. "GDAL and PROJ libraries integrated with grass GIS for terrain modelling of 
the georeferenced raster image." Technologies 11, no. 2 (2023): 46. 
https://doi.org/10.3390/technologies11020046 

[45] Hitouri, Sliman, Mohajane Meriame, Ali Sk Ajim, Quevedo Renata Pacheco, Thong Nguyen-Huy, Pham Quoc Bao, 
Ismail ElKhrachy, and Antonietta Varasano. "Gully erosion mapping susceptibility in a Mediterranean environment: 
A hybrid decision-making model." International Soil and Water Conservation Research 12, no. 2 (2024): 279-297. 
https://doi.org/10.1016/j.iswcr.2023.09.008 

[46] Ajtai, Iulia, Horațiu Ștefănie, Cristian Maloș, Camelia Botezan, Andrei Radovici, Maria Bizău-Cârstea, and Călin Baciu. 
"Mapping social vulnerability to floods. A comprehensive framework using a vulnerability index approach and PCA 

https://doi.org/10.1016/j.enconman.2018.02.087
https://doi.org/10.1088/1755-1315/862/1/012003
https://doi.org/10.5194/gmd-8-1991-2015
https://doi.org/10.1051/forest:2005109
https://doi.org/10.1071/WF02053
https://doi.org/10.1088/1748-9326/acb225
https://doi.org/10.1029/2005RG000183
https://doi.org/10.1371/journal.pone.0229614
https://doi.org/10.1016/j.ecoinf.2023.102427
https://doi.org/10.4067/S0717-92002022000200157
https://doi.org/10.1109/IGARSS47720.2021.9553499
https://doi.org/10.1016/j.iatssr.2023.08.004
https://doi.org/10.1007/s10694-014-0427-0
https://doi.org/10.1016/j.envc.2022.100629
https://doi.org/10.1016/j.nhres.2023.02.003
https://doi.org/10.3390/technologies11020046
https://doi.org/10.1016/j.iswcr.2023.09.008


Semarak International Journal of Machine Learning    
Volume 5, Issue 1 (2025) XX-XX 

16 
 

analysis." Ecological Indicators 154 (2023): 110838. https://doi.org/10.1016/j.ecolind.2023.110838 
[47] Dai, Leiyu, Mingcang Zhu, Zhanyong He, Yong He, Zezhong Zheng, Guoqing Zhou, Chao Wang et al. "Landslide risk 

classification based on ensemble machine learning." In 2021 IEEE International Geoscience and Remote Sensing 
Symposium IGARSS, pp. 3924-3927. IEEE, 2021. https://doi.org/10.1109/IGARSS47720.2021.9553034 

[48] Lee, Deuk-Hwan, Yun-Tae Kim, and Seung-Rae Lee. "Shallow landslide susceptibility models based on artificial 
neural networks considering the factor selection method and various non-linear activation functions." Remote 
Sensing 12, no. 7 (2020): 1194. https://doi.org/10.3390/rs12071194 

[49] Selamat, Siti Norsakinah, Nuriah Abd Majid, Mohd Raihan Taha, and Ashraf Osman. "Landslide susceptibility model 
using artificial neural network (ANN) approach in Langat river basin, Selangor, Malaysia." Land 11, no. 6 (2022): 
833. https://doi.org/10.3390/land11060833 

[50] Saikh, Nur Islam, and Prolay Mondal. "Gis-based machine learning algorithm for flood susceptibility analysis in the 
Pagla river basin, Eastern India." Natural Hazards Research 3, no. 3 (2023): 420-436. 
https://doi.org/10.1016/j.nhres.2023.05.004 

[51] Martin, Dorothy, and Soo See Chai. "A study on performance comparisons between knn, random forest and xgboost 
in prediction of landslide susceptibility in Kota Kinabalu, Malaysia." In 2022 IEEE 13th control and system graduate 
research colloquium (ICSGRC), pp. 159-164. IEEE, 2022. https://doi.org/10.1109/ICSGRC55096.2022.9845146 

[52] Fritsch, Stefan, Frauke Guenther, and Maintainer Frauke Guenther. "Package ‘neuralnet’." Training of Neural 
Networks 2 (2019): 30. 

[53] Lin, Jia Min, and Lawal Billa. "Spatial prediction of flood-prone areas using geographically weighted 
regression." Environmental Advances 6 (2021): 100118. https://doi.org/10.1016/j.envadv.2021.100118 

[54] Ul Haq, Ikram, Iqbal Gondal, Peter Vamplew, and Simon Brown. "Categorical features transformation with compact 
one-hot encoder for fraud detection in distributed environment." In Data Mining: 16th Australasian Conference, 
AusDM 2018, Bahrurst, NSW, Australia, November 28–30, 2018, Revised Selected Papers 16, pp. 69-80. Springer 
Singapore, 2019. https://doi.org/10.1007/978-981-13-6661-1_6 

[55] Sh, Husien, Reem M. El-taweel, KhloodA Alrefaey, Ahmed Labena, Irene Samy Fahim, Lobna A. Said, and Ahmed G. 
Radwan. "Enhanced removal of crystal violet using rawfava bean peels, its chemically activated carbon compared 
with commercial activated carbon." Case Studies in Chemical and Environmental Engineering 9 (2024): 100534. 
https://doi.org/10.1016/j.cscee.2023.100534 

[56] Agonafir, C., T. Lakhankar, R. Khanbilvardi, N. Krakauer, D. Radell, and N. Devineni. A review of recent advances in 
urban flood research, Water Secur., 19, 100141. 2023. https://doi.org/10.1016/j.wasec.2023.100141 

[57] emali Hounmenou, Castro Gbemˆ, Kossi Essona Gneyou, and Romain Glele Kakaı. "Empirical determination of 
optimal configuration for characteristics of a multilayer perceptron neural network in nonlinear regression." Afrika 
Statistika 15, no. 3 (2020): 2413-2429. https://doi.org/10.16929/as/2020.2413.166 

[58] Agarwal, Mini, and Bharat Bhushan Agarwal. 2024. "Predicting Student Academic Performance Using Neural 
Networks: Analyzing the Impact of Transfer Functions, Momentum and Learning Rate." International Journal of 
Experimental Research and Review 40 (Spl Volume): 56–72. https://doi.org/10.52756/ijerr.2024.v40spl.005 

[59] Vakhshoori, Vali, Hamid Reza Pourghasemi, Mohammad Zare, and Thomas Blaschke. "Landslide susceptibility 
mapping using GIS-based data mining algorithms." Water 11, no. 11 (2019): 2292. 
https://doi.org/10.3390/w11112292 

[60] Khajehzadeh, Mohammad, Mohd Raihan Taha, Suraparb Keawsawasvong, Hamidreza Mirzaei, and 
Mohammadreza Jebeli. "An effective artificial intelligence approach for slope stability evaluation." Ieee Access 10 
(2022): 5660-5671. https://doi.org/10.1109/ACCESS.2022.3141432 

[61] Chowdhury, Md Sharafat, Md Naimur Rahman, Md Sujon Sheikh, Md Abu Sayeid, Khandakar Hasan Mahmud, and 
Bibi Hafsa. "GIS-based landslide susceptibility mapping using logistic regression, random forest and decision and 
regression tree models in Chattogram District, Bangladesh." Heliyon 10, no. 1 (2024). 
https://doi.org/10.1016/j.heliyon.2023.e23424 

[62] Sadia, Halima, Showmitra Kumar Sarkar, and Mafrid Haydar. "Soil erosion susceptibility mapping in 
Bangladesh." Ecological Indicators 156 (2023): 111182. https://doi.org/10.1016/j.ecolind.2023.111182 

[63] Guo, Zifeng, Vahid Moosavi, and João P. Leitão. "Data-driven rapid flood prediction mapping with catchment 
generalizability." Journal of Hydrology 609 (2022): 127726. https://doi.org/10.1016/j.jhydrol.2022.127726 

[64] Halim, Ida Sharmiza A., Shuib Rambat, and Ramzanee M. Noh Muhammad. 2022. “Site-Suitability Analysis on 
Seismic Stations Using Geographic Information Systems.” Disaster Advances 15 (2): 1–14. 
https://doi.org/10.25303/1502da001014 

[65] Wang, Haojie, Limin Zhang, Kesheng Yin, Hongyu Luo, and Jinhui Li. "Landslide identification using machine 
learning." Geoscience Frontiers 12, no. 1 (2021): 351-364. https://doi.org/10.1016/j.gsf.2020.02.012 

[66] Moragues, Silvana, María Gabriela Lenzano, Pilar Jeanneret, Verónica Gil, and Esteban Lannutti. "Landslide 
susceptibility mapping in the Northern part of Los Glaciares National Park, Southern Patagonia, Argentina using 

https://doi.org/10.1016/j.ecolind.2023.110838
https://doi.org/10.1109/IGARSS47720.2021.9553034
https://doi.org/10.3390/rs12071194
https://doi.org/10.3390/land11060833
https://doi.org/10.1016/j.nhres.2023.05.004
https://doi.org/10.1109/ICSGRC55096.2022.9845146
https://doi.org/10.1016/j.envadv.2021.100118
https://doi.org/10.1007/978-981-13-6661-1_6
https://doi.org/10.1016/j.cscee.2023.100534
https://doi.org/10.1016/j.wasec.2023.100141
https://doi.org/10.16929/as/2020.2413.166
https://doi.org/10.52756/ijerr.2024.v40spl.005
https://doi.org/10.3390/w11112292
https://doi.org/10.1109/ACCESS.2022.3141432
https://doi.org/10.1016/j.heliyon.2023.e23424
https://doi.org/10.1016/j.ecolind.2023.111182
https://doi.org/10.1016/j.jhydrol.2022.127726
https://doi.org/10.25303/1502da001014
https://doi.org/10.1016/j.gsf.2020.02.012


Semarak International Journal of Machine Learning    
Volume 5, Issue 1 (2025) XX-XX 

17 
 

remote sensing, GIS and frequency ratio model." Quaternary Science Advances 13 (2024): 100146. 
https://doi.org/10.1016/j.qsa.2023.100146 

[67] Islam, Abu Reza Md Towfiqul, Swapan Talukdar, Susanta Mahato, Sonali Kundu, Kutub Uddin Eibek, Quoc Bao 
Pham, Alban Kuriqi, and Nguyen Thi Thuy Linh. "Flood susceptibility modelling using advanced ensemble machine 
learning models." Geoscience Frontiers 12, no. 3 (2021): 101075. https://doi.org/10.1016/j.gsf.2020.09.006 

[68] Khan, S. Z., Shakti Suman, M. Pavani, and S. K. Das. "Prediction of the residual strength of clay using functional 
networks." Geoscience Frontiers 7, no. 1 (2016): 67-74. https://doi.org/10.1016/j.gsf.2014.12.008 

[69] Mehravar, Soroosh, Seyed Vahid Razavi-Termeh, Armin Moghimi, Babak Ranjgar, Fatemeh Foroughnia, and 
Meisam Amani. "Flood susceptibility mapping using multi-temporal SAR imagery and novel integration of nature-
inspired algorithms into support vector regression." Journal of Hydrology 617 (2023): 129100. 
https://doi.org/10.1016/j.jhydrol.2023.129100 

[70] Meng, Jingjing, Hans Mattsson, and Jan Laue. "Three-dimensional slope stability predictions using artificial neural 
networks." International Journal for Numerical and Analytical Methods in Geomechanics 45, no. 13 (2021): 1988-
2000. https://doi.org/10.1002/nag.3252 

[71] Wang, Nan, Hongyan Zhang, Ashok Dahal, Weiming Cheng, Min Zhao, and Luigi Lombardo. "On the use of 
explainable AI for susceptibility modeling: Examining the spatial pattern of SHAP values." Geoscience Frontiers 15, 
no. 4 (2024): 101800. https://doi.org/10.1016/j.gsf.2024.101800 

[72] Chuma, Géant Basimine, Yannick Mugumaarhahama, Jean Mubalama Mond, Espoir Mukengere Bagula, Adrien 
Byamungu Ndeko, Prince Baraka Lucungu, Katcho Karume, Gustave Nachigera Mushagalusa, and Serge Schmitz. 
"Gully erosion susceptibility mapping using four machine learning methods in Luzinzi watershed, eastern 
Democratic Republic of Congo." Physics and Chemistry of the Earth, Parts A/B/C 129 (2023): 103295. 
https://doi.org/10.1016/j.pce.2022.103295 

[73] Youssef, Ahmed Mohamed, and Hamid Reza Pourghasemi. "Landslide susceptibility mapping using machine 
learning algorithms and comparison of their performance at Abha Basin, Asir Region, Saudi Arabia." Geoscience 
Frontiers 12, no. 2 (2021): 639-655. https://doi.org/10.1016/j.gsf.2020.05.010 

[74] METMalaysia, "Weather Phenomena," Malaysia Meteoroligical Department Ministry of Natural Resources and 
Environmental Sustainability, (2024) 

[75] Adnan, Mohammed Sarfaraz Gani, Zakaria Shams Siam, Irfat Kabir, Zobaidul Kabir, M. Razu Ahmed, Quazi K. Hassan, 
Rashedur M. Rahman, and Ashraf Dewan. "A novel framework for addressing uncertainties in machine learning-
based geospatial approaches for flood prediction." Journal of Environmental Management 326 (2023): 116813. 
https://doi.org/10.1016/j.jenvman.2022.116813 

 
 

https://doi.org/10.1016/j.qsa.2023.100146
https://doi.org/10.1016/j.gsf.2020.09.006
https://doi.org/10.1016/j.gsf.2014.12.008
https://doi.org/10.1016/j.jhydrol.2023.129100
https://doi.org/10.1002/nag.3252
https://doi.org/10.1016/j.gsf.2024.101800
https://doi.org/10.1016/j.pce.2022.103295
https://doi.org/10.1016/j.gsf.2020.05.010
https://doi.org/10.1016/j.jenvman.2022.116813

