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Plants are integral to human life, and so, plant health is important. Regularly 
monitoring of plant health and plant disease detections are important in property 
agriculture. In agriculture, the use of image processing techniques run by computers in 
solving agricultural problems is increasingly common, particularly in the classification 
and identification of crop disease. Such usage could preserve the technical and 
commercial well-being of agriculture. This study demonstrated the application of 
support vector machine and image processing-enabled approach to detect and classify 
Olive leaf disease. It comprises seven steps that begin with a presentation of a digital 
color picture of a sickly leaf, followed by the step of image denoising using mean 
function, image enhancing using CLAHE method, image segmentation using fuzzy C 
Means algorithm, image feature extraction using PCA, and disease detection and 
classification using PSO SVM, BPNN, and random forest algorithms. The results showed 
high accuracy of the proposed PSO SVM in Olive leaf disease classification and 
detection.  
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1. Introduction 
 

Just like in other domains, the use of image processing in agricultural domain has been increasing 
[1,2]. Image processing is a rapidly progressing technological discipline, and it involves the use of 
various tools for image capturing. Among the common ones include cameras and satellites. These 
images are then processed using different analysis techniques run by a computer, to generate the 
sought after data. In the domain of agriculture, the use of image and data processing has helped in 
solving many problems related to agriculture, including in the classification and detection of plant 
related diseases. Using image processing, the diseased plant parts like stem, fruit or leaf can be 
singled out, while the diseased area can be measured. Equally, diagnosis of the disease can be 
formulated based on image color, shape, and size. 

Image processing involves the application of various techniques to an image, so that the image 
could be improved and information can be obtained from it [3,4], and one image as an input can be 
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used in producing several images. Some images would require enhancement or modification in order 
that it could be utilized in a different setting, and image processing is among the common techniques 
used in image enhancement or modification. Not only that, through image processing techniques, 
images can be segmented, and some of its features can be extracted. Additionally, image 
enhancement may involve adjustment of some aspects of the image like its sharpness, color and 
brightness, and reduction of noise.  

Some images are large in size, and in dealing with such images, segmentation is commonly done, 
whereby the image is broken down into several smaller images, especially in digital photograph 
recognition. Among the methods commonly used to segment image include texture-based methods, 
thresholding methods, and color-based methods. In feature extraction, the image dimensionality 
would be reduced leaving only the most discernible and crucial aspects of the image. This method 
could rapidly match large pictures while decreasing the amount of feature representations, 
simultaneously. Meanwhile, in image categorization, each picture is stationed in a discrete category 
in accordance with some predetermined criteria. 

Considering the significant impact of plant diseases on mankind, the agriculture industry needs 
to be properly taken care of through (among others), correct classification and identification of crop 
diseases [5]. In property agriculture, the health of plant needs to be consistently monitored, while 
diseases need to be correctly identified. Utilizing some detection and classification methods, disease 
affecting plants could be identified and classed; some methods could only identify specific disease 
and symptoms, while others could identify certain disease and symptoms from a vast range of 
diseases and symptoms. The use of picture processing in identifying plant disease begins with the 
presentation of a digital color image of a sick plant parts like leaf, fruit or stem, to a computer system 
specifically developed for disease identification. The digital color image of the sickly plant part needs 
to have clear background so that the disease could be clearly identified without being distracted by 
other irrelevant elements or objects. Also, the capture settings of the image need to be controlled to 
ease disease identification [6,7]. 

In the identification and classification of plant related diseases, especially those related to Olive 
plant, an outstanding approach was proposed in this study, namely an approach involving the use of 
support vector machines and image processing. Accordingly, a framework comprising seven steps 
was presented (see Figure 1). 
 
2. Literature Survey 
 

Agricultural image processing eases both scholars and practitioners in resolving some agriculture 
related issues, such as crop diseases, by facilitating them in disease identification and classification. 
The ability in detecting and classifying plant diseases is important in preserving the well-being of the 
agricultural industry. As plant diseases can affect livelihood of man in general, plant health needs to 
be consistently monitored and their detected diseases need to be properly managed. Accordingly, 
studies on plant disease identification and classification have been carried out involving several 
varieties of plants and methods of detection and identification.  

Sanyal [10] examined mineral insufficiencies and illnesses of rice leaf. On rice leaves, mineral 
deficiencies lead to brown spots called lesions that emerge in various shapes and sizes on the leaves. 
In this study, the author examined 400 rice leaf images in terms of color and texture – different colors 
and textures were extracted from the images, which were then fed to an ANN equipped with a single 
hidden layer, namely the Multilayer Perceptron (MLP). In this study, the RGB images were changed 
to HSI color space. The images were then segmented using entropy-based thresholding. Next, the 
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segmented images were transformed into a grey scale image, which were then analysed utilizing an 
edge detection technique. Self-organizing maps were used to categorize the detected diseases. 

Utilizing an intelligent system equipped with MLP-ANN and support vector machine (SVM), 
Meunkaewjinda et al., [11] attempted to identify diseases on grape leaves. The authors used MLP-
ANN to distinguish the object of the image namely the grape leaves, and its background. Then, the 
diseased segments of the leaves were identified using SVM. The identified diseases were then classed 
using a multiclass SVM. Relevantly, Pagola et al., [12] employed RGB alterations, PCA and softmax 
regression in determining the levels of nitrogen in barley leaves. The methods used were compared 
in terms of accurateness, by comparing the results obtained from the proposed method with the 
results produced from a chlorophyll meter. Based on their examination, the examined barley leaves 
did not have sufficient nitrogen level. In another study by Carmargo and Smith [13], cotton plant 
diseases were diagnosed using picture pattern classification algorithm. The images of cotton plants 
were segmented, and the output was fed into an SVM with an on-one approach, to classify the 
diseases. The authors employed texture characteristics to their approach and were successful. 

Utilizing SVM-based technique on images of cucumber leaves, Jian and Wei [14] detected 
diseases on Cucumber plant leaves. Image data features were extracted using basic thresholding 
method, and the authors trained an SVM via using these features. Radial basis function kernel, 
polynomial kernel, and sigmoid kernel function were the methods used on SVM in comparing the 
model’s performance of the model. Among the three methods used on SVM, radial basis function 
kernel appeared to be the most effective, as shown by the outcomes. A spectrometer could detect 
deficiency of nutrient in palm plants. The use of the method begins with segmentation of images of 
palm plants based on color similarities. In this study, color and texture features were extracted from 
the segmented images using an algorithm. The obtained features were fed to fuzzy classifiers to class 
the obtained data. 

Malnourished tomatoes were examined using a classifier, involving the conversion of the L *  a 
*  b * and RGB color spaces into each other, in the extraction of color and texture features from the 
tomato leaf images. The extraction of color and texture of tomato leaf images was performed using 
fourier transforms, wavelet packets, and percent intensity histograms. Then, the extracted features 
were classified using fuzzy K-nearest neighbor model. The approach used in this study had 82.5% 
accurateness level.  Utilizing neural networks, Wang et al. [15] classified wheat and grapevine 
diseases on captured images. The images were segmented using K-means. Then, the features of the 
segmented images were extracted – specifically, the color, shape, and texture features were 
extracted. The extracted features were classified using MLP, Radial Basis Function (FBF), Generalized 
Regression, and Probabilistic ANNs, and among these methods used, the authors reported that RBF 
had the highest level of accurateness.  

Gupta [17] demonstrated the application of image processing and a classifier called SVM-Cuckoo 
Search classifier in identifying plant diseases on images. Histogram equalization was used for contrast 
enhancement. K-means clustering was used in segmentation process. SVM-Cuckoo Search classifier 
used for data classification showed 95% accurateness level. 

In their study, Mwebaze and Owomugisha [16] introduced a method that identifies five forms of 
disorders and five stages of disease development, in the attempt to identify diseases and the severity 
of these diseases on plant leaves. In extracting features from the leaf images, the authors utilized 
color and ORB feature transformations. Then, the extracted features were fed to an SVM classifier to 
classify the diseases. In addition to the said methods, the authors also created a mobile application 
hosted on a remote server.  
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2. Methodology  
 

As mentioned, this study demonstrated an approach to detect and classify olive leaf disease. For 
the purpose, a new support vector machine and image processing were applied. There are seven 
steps included in the proposed approach. This approach, as displayed in Figure 1, begins with image 
acquisition, followed by image denoising using mean function. After denoising, the image is enhanced 
using CLAHE method, following by the process of image segmentation which involves the use of fuzzy 
C Means algorithm. Feature extraction as the fifth step, involves the use of PCA, and then, diseases 
were classed using PSO SVM, BPNN, and random forest algorithms. Figure 2 illustrates the process.  

 

 
Fig. 1. Images of olive leaf disease [8] 

 

 
Fig.2. Image processing-enabled methodology 
for detection and classification of olive leaf 
disease 
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Past studies have shown that Adaptive median filtering (AMF) could effectively remove unwanted 
noise from photos, and also determine the image pixels that are impacted by impulse noise. Hence, 
the right action could be determined. Relevantly, unprompted noise results from substantial fraction 
of misaligned pixels within an image. Notably, the noise-free pixels within the surrounding pixels are 
obscured by the median value of the noise-free pixels within the nearby pixels [18]. 

In order that an image could be identified, it is important that the background extraction process 
does not encroach the image quality. Accordingly, pixel value histograms and the nearby region’s 
value histograms may be produced with CLAHE. It should be noted that CLAHE will constrain the 
highest contrast modification to the pinnacle of local histogram which is the highest contrast 
enhancement factor, by specifying the clip level representing the maximum, and so, the image will 
appear cleaner. For this reason, the use of CLAHE in mammograms has been appropriate because it 
results in clearer mammograms, allowing more minute details to be discernible [19]. The signal and 
the noise can also be easily distinguished with CLAHE. However, CLAHE could result in grainy images.  

Clustering occurs based on the intensity value of the pixels. Here, the preprocessed pixel values 
of the image are broken down into various classes, allowing pixels in alike class to be compared, but 
the same cannot be said between pixels in different classes. Clustering algorithms are many in 
number, and clusters can also be subsets of bigger dataset. The subsets can determine the 
classification of clustering methods, and the subsets can be either fuzzy or crisp. In general, fuzzy 
clustering algorithms are the better ones for clustering, and this type of algorithm, especially fuzzy c-
means (FCM), could break the image into many clusters that overlap with one another at certain 
degree.  In this study, fuzzy c-means was employed in image processing, to find object clusters inside 
a given image. A spatial element was added to enhance FCM algorithm, making it more accurate in 
clustering images with noise [20]. 

Haar wavelet transformation is considered as the most straightforward type of wavelet transform 
[21]. All wavelet transformations use the Haar transform as a sampling procedure. Utilizing the Haar 
transform, a signal could be decreased by half. Additionally, PSO SVM simplifies and speeds up the 
binary linear classification, in determining the target groups. A dot or a point represents each data, 
and culture diversity in the data will extend the data. The additional instances are used in determining 
the allocation location of target class. Support vector machine algorithms, which are non-linear 
classification method, may be used for unlabeled input datasets [22]. However, this study employed 
an unsupervised learning approach because no objective classes were to be apportioned to the 
instances. Also, more instances may be added in creating function-based clusters.  

Haykin and Anderson were the creators of the popularly used back propagation technique in 
learning algorithms. This method entails a learning process rather than a network. BPN is suitable 
when dealing with simple pattern recognition and mapping tasks. A training pair is made up of an 
input and a target [23], and utilizing algorithm examples, the network is trained, specifically to 
generate fitting output for each pattern of input. The weights of the network are modified as needed.  

Random Forest is a common method for classifying. It is a decision-tree-based classifier. The trees 
in the model are created with bootstrap sample of the data and random sampling of features. Bagging 
and random selection can be used in tree creation. Accordingly, during the development of the forest, 
the class prediction accurateness of trees is significantly affected by the relationship between tree 
pairs. In this situation, error rates may be expected. Issues from regression and classification can be 
ranked using this strategy [24-26]. 
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4. Results and Discussion  
 

A total of 440 images of olive leaves were used in the study experiments. From the 440 images, 
260 were images of sickly leaf, and 180 images were of healthy leaf. A total of 260 images were used 
in training the machine learning classifiers. Mean function was used for denoising, while CLAHE was 
used for improving, the images. Fuzzy C Means algorithm was the method used in image 
segmentation, and features from these segmented images were extracted with PCA. Then, PSO SVM, 
BPNN, and random forest algorithm were applied in disease classification. 

These parameters below were employed in this study to compare results; Figs 3–7 can be 
referred.  

 

Accuracy= ("#$"%)
("#$"%$'#$'%)

              (1) 

Sensitivity= ("#)
("#$'%)`

               (2) 

Specificity= ("%)
("%$'#)`

               (3) 

Precision= ("#)
("#$'#)`

                 (4) 

Recall= ("#)
("#$'%)`

                 (5) 

Referring to the above: TP = True Positive, TN = True Negative, FP = False Positive, and FN = False 
Negative. 

 

 
Fig. 3. Accuracy of classifiers for olive leaf disease classification 
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Fig. 4. Sensitivity of classifiers for olive leaf disease classification 

 

 
Fig. 5. Specificity of classifiers for olive leaf disease classification 

 

 
Fig. 6. Precision of classifiers for olive leaf disease classification 

0.75

0.8

0.85

0.9

0.95

1

1.05

Random Forest BPNN PSO SVM

Sensitivity

Sensitivity Linear (Sensitivity)

0.75

0.8

0.85

0.9

0.95

1

1.05

Random Forest BPNN PSO SVM

Specificity
Specificity Linear (Specificity )

0.75

0.8

0.85

0.9

0.95

1

1.05

Random Forest BPNN PSO SVM

Precision
Precision Linear (Precision )



Semarak International Journal of Machine Learning    
Volume 5, Issue 1 (2025) XX-XX 

 

71 
 

 
Fig. 7. Recall of classifiers for olive leaf disease classification 

 
4. Conclusions 
 

Agricultural image processing technology is increasingly progressing. As the technologies 
progress, the management of many issues associated with agricultural becomes simpler and faster, 
especially with the use of acquired images and data processing. Plant health should be consistently 
monitored, and the diseases should be detected promptly so that more serious problems could be 
prevented. In addition, effective crop diseases classification and diagnosis could improve the 
agricultural business. Accordingly, this study demonstrated the application of a classification 
approach with the capability of disease classification. The approach proposed includes a new support 
vector machine and image processing technique, for the classification and detection of olive leaf 
disease. Computers are the main tool used in image processing to analyse the acquired images. The 
approach proposed in this study has seven stages, which begin with image acquisition, followed by 
image denoising, image enhancement, image segmentation, image feature extraction, and lastly, 
disease classification from the extracted features, and then disease detection. The progression of the 
stages involves the use of methods such as mean function in image denoising stage, CLAHE in image 
enhancement stage, fuzzy C Means algorithm in image segmentation stage, PCA in feature extraction 
stage, and PSO SVM, BPNN, and random forest algorithms in disease classification from the extracted 
features, as the final stage before disease detection. The results proved good accurateness of PSO 
SVM in the classification and detection of olive leaf diseases. 
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