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The lack of streamflow data can significantly impact the flood prediction capacity of 
various Malaysian agencies, including the National Disaster Management Agency 
(NADMA). To address this issue, we investigated the use of machine learning methods 
to estimate missing streamflow data in eleven stations in Peninsular Malaysia. We 
compared the performance of three machine learning methods (Naive Bayes, k-
Nearest Neighbors model, and Multiple Classification and Regression Tree) with five 
conventional methods (coefficient of correlation, Arithmetic Average Method, Inverse 
Distance Weighting Model, Linear Interpolation, and Normal Ratio) using statistical 
approach such as Coefficient of Correlation (R), Root Mean Square Error (RMSE), and 
Mean Absolute Error (MAE). We conducted homogeneity tests using the Pettitt test, 
Buishand Range (BR) test, Standard Normal Homogeneity Test (SNHT), and Von 
Neumann Ratio (VNR) test to determine the quality of the data after the data collection 
was completed. The results of the homogeneity tests showed that the streamflow data 
series were not randomly distributed. Our results indicated that the machine learning 
approach outperformed conventional methods in estimating missing streamflow data. 
The Naive Bayes approach, in particular, was the most successful, using only a modest 
quantity of training data to properly forecast the outcomes. Our study's contribution 
is the application of machine learning algorithms to estimate missing streamflow data, 
and our findings might help Malaysian flood control efforts. Overall, our findings show 
that machine learning approaches have the potential to improve the accuracy of 
streamflow data prediction, which is critical for successful flood control. 
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1. Introduction 

Streamflow datasets are often incomplete for various reasons, such as damage to the 
measuring station. These missing values reduce the power and accuracy of statistical analysis 
methods, which can lead to biased estimates of relationships between variables. Furthermore, the 
lack of streamflow data caused by these missing values has greatly impacted the flood forecasting 
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capabilities of some agencies in Malaysia, such as the National Disaster Management Agency 
(NADMA). Engineers and hydrologists may make inaccurate assumptions about these incomplete 
datasets, and even a small error or missing value can significantly impact the engineering results and 
analysis. As a result, engineers and hydrologists have a hard time determining how much water is 
available to prevent flooding in different locations. 

According to Hamzah et al., [10], streamflow datasets are often incomplete due to long-term 
exposure of physical sensing equipment to multiple risks such as maintenance or technical problems, 
adverse weather conditions, equipment failures, and human error during data entry, and data 
corruption due to storage mechanical failure. They found that streamflow data was missing, probably 
because the stations relied heavily on automated data acquisition systems with many sensing 
devices. Hence, sensor readings are often incomplete over long periods of time. 

Handling missing values is a crucial responsibility. Several conventional methods for 
estimating missing streamflow data include the coefficient of correlation (CC) method, the Angstrom 
method, crowd-sourcing method, the inverse distance (IDW) method, and the normal ratio (NR) 
method [7,17,31].  In a study by Ismail et al., [17] that compared the accuracy of these methods in 
Terengganu, Malaysia, the normal ratio method was found to be the best method, with the lowest 
values of Root Mean Square Error (RMSE) and Mean Absolute Error (MAE) compared to the other 
three methods. It is recommended to increase the number and distance of adjacent stations to 
improve the accuracy of the method. 

Conventional methods are still widely used in missing data estimation. However, they may 
lead to biased and inaccurate results under certain conditions. Machine learning models such as ANN 
are more suitable for a wide range of sample data than conventional methods. According to another 
study by Tan et al., [31], missing data estimation was carried out using ANN and other traditional 
methods, namely the inverse distance weighting method (IDW), the ordinary kriging method (OK), 
the linear regression method (LR), and the normal ratio method (NR) in Kelantan River Basin, 
Malaysia. The findings showed that the ANN was the best overall estimating approach, obtaining 
lower mean absolute error, mean square error, highest linear correlation, and less bias compared 
with the traditional methods. Hence, they concluded that the ANN method was a more efficient 
method for estimating missing data in the Kelantan River Basin of Malaysia. The process of using 
computers to learn information without explicit instructions is known as machine learning. The 
adaptive neuro-fuzzy inference system (ANFIS) is based on how the human brain performs 
categorization, recognition, and identification. In a study by Sharma et al., [35], several machine 
learning models were used to estimate missing values in a station located in Eastern Bhutan, 
including the k-Nearest Neighbours model (kNN) and Multiple Linear Regression Model (MLRM). The 
kNN model with bootstrapping technique was used to estimate missing data, resulting in very low 
data bias and standard error, and the data was accepted for further study. The multiple linear 
regression model (MLRM) was also used to estimate the data, and the estimated data fairly 
represented the overall data variability. 

Missing data is a common problem in engineering research and can significantly influence the 
conclusions drawn from the data. It can degrade research performance, produce biased estimates, 
and lead to invalid conclusions. Therefore, the objectives of this study were to investigate different 
machine learning models for estimating missing streamflow, evaluate the performances of different 
estimation methods, and determine the most appropriate method for estimating missing streamflow 
data. The study results will contribute to a better understanding of estimation methods and their 
performance for estimating missing streamflow data. 
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2. Methodology  
2.1 Study Area 
 

The study focused on the state of Peninsular Malaysia, also known as West Malaysia, located at 
3.97°N latitude and 102.43°E longitude. The total area of Peninsular Malaysia is approximately 
132,265 square kilometers, which is nearly 40% of the total area of Malaysia. Peninsular Malaysia 
had high temperature, high humidity, and heavy rainfall along the year. Typically, the climate of 
Peninsular Malaysia is affected by winds from the southwest monsoon, which occurs from June to 
October, while the northeast monsoon occurs from November to March. The transition period of 
these two monsoons is the inter-monsoon period from March to May and September to October, 
which brings strong convective rain to many parts of the peninsular [21]. 

 
2.2 Data Collection 
 

The historical streamflow data used in this study were purchased from the Department of 
Irrigation and Drainage (DID). The geographic coordinates of all 11-streamflow station selected from 
each of the 11 states in Peninsular Malaysia are shown in Figure 1. Meanwhile, the details of each 
selected stations were shown in Table 1. 

 

 
Fig. 1. Geographic coordinates of all 11-streamflow station 
selected 

 
 
 
 



Semarak International Journal of Machine Learning    
Volume 5, Issue 1 (2025) XX-XX 

 

49 
 

Table 1  
Information of all streamflow station 
Station 
Code 

Station name Study period Duration Longitude Latitude 

1737451 Sungai Johor at Rantau 
Panjang 

1972~1992 20 years 01° 46' 50"E 103° 44' 45"N 

5606410 Sungai Muda at Jambatan 
Syed Omar 

1974~1994 20 years 05° 36' 35"E 100° 37' 35"N 

5721442 Sungai Kelantan at 
Jambatan Guillemard 

1973~1993 20 years 05° 45' 45"E 102° 09' 00"N 

2224432 Sungai Kesang at Chin Chin 1960~1980 20 years 02° 17' 25"E 102° 29' 35"N 
2723401 Sungai Kepis at Jambatan 

Kayu Lama 
1979~1999 20 years 02° 42' 20"E 102° 21' 20"N 

3519426 Sungai Bentong at Kuala 
Marong 

1970~1990 20 years 03° 30' 45"E 101° 54' 55"N 

6503401 Sungai Arau at Ladang Tebu 
Felda 

1984~2004 20 years 06° 30' 10"E 100° 21' 05"N 

3116430 Sungai Klang at Jambatan 
Sulaiman 

1995~2015 20 years 03° 08' 20"E 101° 41' 50"N 

4930401 Sungai Berang at Menerong 1998~2018 20 years 04° 56' 20"E 103° 03' 45"N 
3813411 Sungai Bernam at Jambatan 

Skc 
1984~2004 20 years 03° 48' 27"E 101° 21' 70"N 

4907422 Sungai Kurau at Bt. 14 Jalan 
Taiping 

1975~1995 20 years 04° 58' 40"E 100° 46' 50"N 

 
2.3 Estimation of Missing Streamflow Data using Conventional Method  
2.3.1 Normal Ratio Method (NR) 

 
The NR method is weighted according to the ratio average of the accessible data of the target 

station to the ith adjacent station. The estimated missing values, 𝑃! are given by (Hamzah et al., [10] 
2020): 

 

𝑃! =
"
#
# $!

$"

#

%&"
𝑥%               (1) 

 
where 𝑁%  is the total streamflow to each adjacent station and 𝑁! is the total streamflow to the 

target station. This method should only be used if the normal streamflow data for any adjacent 
station exceeds 10% of the station under consideration [10]. 
 
2.3.2. Inverse Distance Method (IDW) 

 
The IDW method is based on the idea of weighting the distance between the target station and 

the adjacent stations [10]. The formula of IDW method can express as: 
 

𝑃! =
" !"

#"

$

"%&

" &
'"(

$

"%&

              (2) 

 
where  𝑃!	is	missing values, the	𝑖!' adjacent station and 𝑑%! is the distance between the target 

station. 
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2.3.3 Coefficient of Correlation Method (CC) 
 

In the CC method, the distance is replaced by the correlation coefficient between the target and 
the adjacent station as the weighted value. The missing values, 𝑃!	are estimated as: 

 

𝑃! =
( )"*"!

#
"$%

( *"!
#
"$%

               (3) 

 
where  𝑖!' adjacent stations and the	𝑟%! is the correlation coefficient for daily time series data 

between targets [10].  

2.3.4. Arithmetic Average Method (AM) 
 
The AM method is the easiest way to fill in the streamflow data. The missing data for streamflow 

was recovered by averaging selected adjacent stations around the target station or by using the same 
day date in different years to fill in the gaps [10]. The estimated missing values, 𝑃! are given by: 

 
𝑃! =

"
#
∑ 𝑥%#
%&"                (4) 

 
where xi is the observed data at the 𝑖!' nearby stations and 𝑃! is the estimated value of the 

missing data at the t target station or date and n is the count of nearby stations or number of years.  
 
2.3.5. Linear Interpolation Method (LI) 

 
LI method is also one of the easiest ways to estimates data values from two data points in a one-

dimensional data sequence that are adjacent to the point that needs to be interpolated. The missing 
values, 𝑃!	are estimated as [20]: 

 
𝑃!(𝑥) = 𝑃(𝑥+) +

,()%)&,()')
)%/)'

	(𝑥 − 𝑥+)          (5) 

 
where 𝑥" and 𝑥+ are the known values of the independent variable, 𝑥 is the independent variable 

and 𝑃!	is the dependent variable value of the independent variable 𝑥 value. 
 

2.4 Estimation of Missing Streamflow Data Using Machine Learning Models 
2.4.1 K-Nearest-Neighbor Imputation (K-NN)  
 

KNN is the method to calculate the distance between the missing point and other complete point. 
For KNN, finding and selecting the right k value is a key step in this process, which affects the accuracy 
and model enhancement. The better the estimation of the missing value, the smaller the k value. The 
following formula was used in this study to calculate Euclidean distance, D which is one of the most 
widely used distance measures [8]: 

 

𝐷(𝑥, 𝑦) = 45 (𝑥% −	𝑦%)0
1
%&"              (6) 

 
where 𝑦𝑖 a case from the streamflow data sample and 𝑥𝑖 is query point.  
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2.4.2 Multiple Classification and Regression Tree (CART) 
 

CART is a well-known machine learning algorithm classification. CART learns fast and predicts 
fast. They are also generally accurate for a wide range of missing data. Each node in the tree contains 
a splitting rule for the CART issue that is specified by minimising the relative error (RE) [8]: 
 
𝑅𝐸(𝑑) = 5 (𝑦2 −	𝑦3888)0 +

3
2&+ 5 (𝑦* −	𝑦4888)0

4
*&+          (7) 

 
where 𝑦2  and 𝑦*  are the left and right partitions, respectively, with 𝐿 and 𝑅 observations of 𝑦 in 

each, and respective means 𝑦3888 and 𝑦4888.  

2.4.3 Naive Bayes (NB) 
 
NB is widely used algorithm due to its simplicity in estimating the missing data. NB often works 

much better than expected in the most complex real-world situations because the algorithm is based 
on posterior probabilities that combine prior experience and event likelihood. According to Bayes' 
theorem, it shows how to calculate the posterior probability, 𝑃(𝑐|𝑥) [24]: 

 
𝑃(𝑐|𝑥) = ,()|6),(6)

,())
             (8) 

 
where P(c) = Class prior probability; P(c|x) = Posterior probability of class (c, target) 

given predictor (x, attributes); P(x) = Predictor prior probability; and P(x|c) = Likelihood, which is the 
probability of predictor given class. 

 
2.5 Performance Evaluation of Estimation Methods 

 
The performances of all the proposed methods for estimating missing streamflow data were 

evaluated by using three metrics: the RMSE, the MAE and the R. MAE measures the average 
magnitude of the errors between the estimated and observed streamflow values. It indicates how 
close the estimates are to the true values. RMSE is a measure of the overall difference between the 
estimated and observed streamflow values, taking into account both the magnitude and direction of 
the errors. It is particularly sensitive to large errors, as they are squared in the calculation. R measures 
the strength of the linear relationship between the estimated and observed streamflow values. Based 
on the overall result, the method that acquires lowest value of RMSE and MAE, and the highest of R 
will be selected as the best estimation method. The equation formula of the three metrics was 
defined as below.  

 
𝑀𝐴𝐸 = "

$
∑ ∣ 𝑋% − 𝑌%$
%&" ∣            (9) 

 

𝑅𝑀𝑆𝐸 = 4"
$
5 (𝑋% − 𝑌%

$
%&" )0                       (10) 

 
𝑅 = 7∑9":"/(∑9")(∑ :")

;$(∑9"
()/(∑9")(;$(∑:"

()/(∑:")(
                      (11) 
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where Yi is the estimated data, Xi is the observed streamflow data, and N is the number of 
observations [28]. 
 
2.6 Homogeneity Test 

 
Homogeneity testing was performed to determine whether a series can be considered 

homogenous. The four methods used to test the homogeneity of streamflow data were the Buishand 
Range test (BR), standard Normal homogeneity test (SNHT), Pettitt test, and Von Neumann Ratio test 
(VNR). Details of the various homogeneity tests applied in this study are presented below. 

2.6.1 Standard Normal Homogeneity Test (SNHT) 
 
The SNHT is used to check the non-homogeneity in meteorological data series. To compare the 

mean of the first n observations with the mean of the remaining observations with n data points, a 
statistic (Tk) is applied [13]: 

 
Tk = 𝑘𝑍"0 + (𝑛 − 𝑘)𝑍00                      (12) 
 
𝑍" =

"
1
∑%&"1  ()"	/)‾	)

>)
                        (13) 

 
𝑍0 =

"
#/1

∑%&1?"@  ()"	/)‾	)
>)	

                       (14) 
 

where, 𝑥‾	is	the	mean,			𝜎𝑥	is	the	standard	deviation	of	the	series	and	𝑥%  is the observed value. 
Tk  reaches its maximum value if the break is at year k.  
 
2.6.2 Buishand Range Test  

 
BR test can be used for variables that follow any type of distribution and it is based on the 

adjusted partial sum deviation from the mean. In this test, the adjusted partial sum Sk is defined as: 
 

𝑆1∗ = ∑!&"1  (𝑥! − 𝑥‾), 	𝑘 = 1,2,3,4, … , 𝑛                     (15) 
 

where 𝑥‾ is the sample mean, n is the number of records in the time series, and	𝑥! is the observed 
value.  

2.6.3 Pettitt Test  
 
The Pettit test is a widely used non-parametric test developed by Pettit (1979) to assess the 

occurrence of sudden changes in climate records. The test statistics 𝑋E for this test may be defined 
as follows: 

 
𝑋E= max ∣ 𝑋1 ∣ 			,				1 ≤ 𝑘 ≤ 𝑛                     (16)
           
𝑋1 	= 2∑ 𝑟% − 𝑘(𝑛 + 1)						𝑘 = 1,… . , 𝑛#

%&+                     (17) 
 

Where n is the number of years and ri is the rank of the ith observation is used to calculate the 
statistics [1].  
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2.6.4 Von Neumann Ratio Test 
 
VNR test is used to determine overall non-homogeneity present in the data series. The von 

Neumann ratio, 𝑁 is defined as: 
 

𝑁 = ∑"$%
#)%  ()!/)!&%)(

∑!$%#  ()!/)‾)(
                       (18) 

 
where �̅�is the sample mean with sample size n and	𝑥%  is the observed value. 
 

3. Results & Discussion 
3.1 Estimate of Five Percent Missing Streamflow Data 

 
The result of estimation methods based on R, MAE, and RMSE with five percent of missing 

values for streamflow data were shown in Table 2. A low RMSE value indicates that the estimation 
method can estimate data close to the actual data, resulting in high accuracy. It was observed that 
the Naïve Bayes (NB) method achieved the lowest RMSE values for six out of eleven stations. 
Therefore, when compared to those other methods of estimation, the NB method was the method 
that provided the most accurate results. 

The MAE value was a measure the accuracy of method performs compared to another. If the 
value of MAE is lower, this indicates that the data produced by the estimation method are closer to 
the actual data. The NB had obtained the lowest MAE values in the evaluation of the method of 
performance MAE at stations 1737451, 2224432, 5721442, 6503401, 3519426, and 3813411, 
respectively. The NB method had the lowest MAE values for six of eleven stations. Therefore, NB 
method was the most accurate method in estimation missing data.  

A greater value for R in the positive direction suggests more accurate data estimates and results. 
It is possible that this is one of the factors that contributes to how accurate the estimation method 
is. Among the stations 1737451, 2224432, 5721442, 6503401, and 3519426, it was determined that 
the NB had the greatest R values of 6.02, 1.04, 12866.63, 0, and 0.84, respectively.  Five out of eleven 
stations had the greatest R values using the NB method. Consequently, the NB method obtained 
greater R values at most of the stations, showing that it was the most accurate method for estimating 
missing data.  

 
3.2 Estimate of Ten Percent Missing Streamflow Data 

 
The result of estimation methods based on R, MAE, and RMSE with ten percent of missing 

values for streamflow data were shown in Table 2. It was discovered that the NB method had the 
lowest RMSE values among the ten percent of streamflow data that was missing, at stations 1737451, 
2224432, 5721442, 2723401, 6503401, 3519426, and 3813411. The NB achieved the lowest RMSE 
values for seven out of eleven stations. Therefore, when compared to the other methods, the NB 
method gave the most accurate result. 

In the evaluation of the methods of performance MAE at the station, the NB also had received 
the lowest MAE values at stations 1737451, 2224432, 5721442, 2723401, 6503401, 3519426, and 
3813411. The MAE values were the lowest for seven out of eleven stations when estimated using the 
NB method. Hence, the NB method was the method that was the most successful and accurate in 
estimating the missing data. 
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Furthermore, the NB had the highest R values of 19.84, 2, and 6.46 out of all the stations that 
were located at stations 1737451, 2224432, and 3519426, respectively. The NB method had the 
highest R values for three out of eleven stations. Therefore, the NB method obtained the highest 
number of possible stations, indicating that it was the most accurate method for estimating missing 
streamflow data. 
 
3.3 Estimate of Fifteen Percent Missing Streamflow Data 

The result of estimation methods based on R, MAE, and RMSE, with fifteen percent of missing 
values for streamflow data, is shown in Table 2. It was found that the NB method had the lowest 
RMSE values among the fifteen percent of streamflow data that were missing. These values were 
obtained as 0.23, 1538.73, 0.12, 0.47, and 0.34 at stations 1737451, 5721442, 2723401, 6503401, 
and 3519426, respectively. The NB method produced the best results in terms of RMSE for five out 
of eleven stations. As a result, the estimates produced by the NB method were the most accurate 
when compared with the results obtained by other estimation methods. 

Additionally, the NB method acquired the lowest MAE values at stations 1737451, 5721442, 
2723401, 6503401, and 3519426. When applying the NB method to estimate the MAE, five out of 
eleven stations had the lowest MAE values. Therefore, the NB method was the most effective and 
precise in estimating the missing data. 

Moreover, the NB method was determined to have the greatest R values at stations 6503401, 
3519426, 4930401, and 3813411. In four out of the eleven stations, the NB method produced the 
highest values of R. Therefore, the NB method received the most potential stations, indicating that it 
was the most accurate method for estimating the missing streamflow data. 

Overall, the results suggest that the NB method is the most accurate and effective method for 
estimating missing streamflow data. 
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Table 2  
Comparison of estimation methods based on R, RMSE and MAE with various percentages of missing values for streamflow data 

Station Method 
5% 10% 15% 
RMSE MAE R RMSE MAE R RMSE MAE R 

1737451 

KNN 3.16 2.24 0.31 4.56 2.63 5.84 5.60 2.50 35.95 
CART 2.72 1.92 1.78 4.19 2.42 6.38 3.58 1.60 54.42 
NB 0.21 0.15 6.02 0.11 0.06 19.84 0.23 0.10 50.77 
LI 11.36 8.03 -6.70 9.23 5.33 -30.98 3.72 1.66 -134.82 
NR 2.94 2.08 -4.29 6.48 3.74 -23.35 12.85 5.75 -99.37 
IDW 5.03 3.56 -7.13 1.51 0.87 -37.02 5.79 2.59 -164.66 
AM 13.91 9.84 -7.96 10.81 6.24 -41.20 3.37 1.51 -186.45 
CC 32.99 23.32 -9.80 30.11 17.38 -50.54 20.82 9.31 -238.66 

2224432 

KNN 0.45 0.32 0.74 0.37 0.37 1.81 0.75 0.34 3.01 
CART 0.16 0.12 0.50 0.23 0.23 1.16 0.37 0.16 1.86 
NB 0.07 0.05 1.04 0.18 0.18 2.00 2.00 0.89 1.32 
LI 7.73 5.47 0.20 5.60 5.60 0.60 12.50 5.59 0.93 
NR 1.01 0.72 0.71 0.71 0.71 1.60 1.27 0.57 2.73 
IDW 14.39 10.18 0.73 12.06 12.06 1.93 25.10 11.23 3.24 
AM 10.04 7.10 0.61 8.10 8.10 1.64 16.80 7.52 2.73 
CC 8.53 6.03 0.32 6.29 6.29 0.85 13.05 5.84 1.39 

5721442 

KNN 393.17 278.01 4494.79 696.27 401.99 292114.18 2054.87 918.97 8162594.80 
CART 405.02 286.40 -3097.67 652.26 376.58 425694.08 1895.70 847.78 6559051.33 
NB 53.03 37.50 12866.63 83.77 48.37 623549.02 1538.73 688.14 5410179.06 
LI 1196.72 846.21 96110.36 1683.72 972.10 747603.41 3132.98 1401.11 15884903.34 
NR 877.79 620.69 108150.67 839.31 484.57 1737129.08 1877.21 839.51 5464458.00 
IDW 1707.52 1207.40 94779.83 2361.13 1363.20 1711614.68 4296.18 1921.31 36690684.79 
AM 1667.16 1178.86 49567.37 2303.74 1330.07 1414750.31 4152.65 1857.12 39111173.65 
CC 1617.02 1143.41 7566.47 2241.77 1294.29 1069684.35 3993.21 1785.82 42554357.90 

2723401 

KNN 0.34 0.24 0.01 0.59 0.34 0.14 1.31 0.59 2.45 
CART 1.39 0.99 0.00 1.92 1.11 0.07 2.80 1.25 3.02 
NB 1.13 0.20 0.01 0.12 0.07 0.06 0.12 0.05 5.85 
LI 1.14 0.81 -0.11 0.56 0.32 -1.11 0.17 0.08 -1.25 
NR 2.19 1.55 -0.55 5.09 2.94 -3.12 6.44 2.88 0.17 
IDW 2.18 1.54 -0.50 0.26 0.15 -4.04 0.38 0.17 0.82 
AM 1.79 1.27 -0.50 0.35 0.20 -4.08 0.37 0.16 0.68 
CC 2.59 1.83 -0.51 0.90 0.52 -4.00 1.17 0.52 0.93 

4907422 KNN 0.57 0.40 -0.27 1.50 0.87 21.33 3.13 1.40 52.70 
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CART 0.04 0.03 0.66 0.36 0.21 23.44 0.51 0.23 62.09 
NB 0.71 0.50 0.00 1.15 0.67 0.00 3.13 1.40 0.00 
LI 13.75 9.73 0.56 16.28 9.40 5.30 24.91 11.14 22.47 
NR 0.15 0.11 0.52 0.33 0.19 20.57 1.07 0.48 51.16 
IDW 10.56 7.47 0.53 20.10 11.61 21.72 31.45 14.07 54.79 
AM 12.49 8.83 0.48 23.86 13.78 21.62 34.88 15.60 52.49 
CC 12.22 8.64 0.52 21.00 12.12 18.57 30.20 13.51 45.75 

6503401 

KNN 1.41 1.00 0.00 1.73 1.00 0.00 2.24 1.00 0.00 
CART 1.13 0.80 0.00 1.35 0.78 0.00 1.66 0.74 0.00 
NB 0.40 0.29 0.00 0.42 0.24 0.00 0.47 0.21 0.00 
LI 14.14 10.00 0.00 16.60 9.58 0.00 20.46 9.15 0.00 
NR 0.43 0.30 0.00 0.51 0.30 0.00 0.65 0.29 0.00 
IDW 37.73 26.68 0.00 44.59 25.74 0.00 55.27 24.72 0.00 
AM 18.38 13.00 0.00 21.75 12.56 0.00 26.98 12.07 0.00 
CC 6.17 4.36 0.00 7.32 4.23 0.00 9.11 4.08 0.00 

5606410 

KNN 2.97 2.10 2.67 0.46 0.27 393.00 0.54 0.24 660.44 
CART 5.42 3.83 4.89 5.24 3.03 711.80 7.57 3.39 1233.57 
NB 6.36 4.50 27.10 2.31 1.33 291.84 10.29 4.60 424.62 
LI 30.05 21.25 30.36 46.33 26.75 90.02 54.78 24.50 31.71 
NR 15.40 10.89 34.50 4.43 2.56 1886.64 23.32 10.43 2621.12 
IDW 46.27 32.72 26.11 57.30 33.08 1796.92 69.86 31.24 2643.99 
AM 47.85 33.83 17.14 58.89 34.00 1974.10 71.55 32.00 2853.74 
CC 46.42 32.83 28.13 59.46 34.33 1550.88 73.20 32.73 2292.32 

3519426 

KNN 2.33 1.65 1.08 1.73 1.00 1.10 0.91 0.41 -2.37 
CART 1.42 1.01 0.07 1.33 0.77 4.83 0.55 0.24 6.28 
NB 0.42 0.30 0.84 0.25 0.14 6.46 0.34 0.15 18.68 
LI 237.93 168.25 -0.26 297.26 171.62 -1.54 417.17 186.56 -14.62 
NR 1.23 0.87 -0.68 0.49 0.28 -0.59 0.96 0.43 -0.68 
IDW 348.21 246.22 -0.39 415.08 239.64 1.68 523.97 234.33 4.62 
AM 344.50 243.60 -0.39 410.54 237.02 1.70 518.73 231.99 4.59 
CC 336.09 237.65 -0.40 401.12 231.59 1.58 505.98 226.28 4.53 

4930401 

KNN 0.12 0.08 0.23 0.02 0.01 0.69 1.40 0.63 104.79 
CART 0.80 0.57 0.01 1.17 0.67 0.24 0.48 0.22 81.31 
NB 0.06 0.05 0.11 0.18 0.11 0.61 0.89 0.40 173.16 
LI 38.53 27.24 0.22 44.39 25.63 0.68 63.61 28.45 -1.00 
NR 4.70 3.33 0.22 5.60 3.24 0.64 5.65 2.53 54.32 
IDW 42.39 29.97 0.18 49.64 28.66 0.53 79.96 35.76 95.16 
AM 47.47 33.57 0.20 55.33 31.95 0.58 88.60 39.62 93.71 
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CC 76.46 54.06 0.13 90.42 52.20 0.40 159.42 71.30 114.53 

3116430 

KNN 9.96 7.05 -16.31 10.22 5.90 -18.24 15.21 6.80 -26.44 
CART 0.86 0.60 40.81 0.83 0.48 72.79 0.23 0.10 135.21 
NB 7.46 5.28 59.74 11.83 6.83 90.15 8.27 3.70 47.22 
LI 16.58 11.73 -18.51 25.99 15.01 -109.66 31.92 14.27 -163.39 
NR 1.30 0.92 65.35 4.13 2.38 166.26 1.79 0.80 461.36 
IDW 26.66 18.85 75.30 33.94 19.60 150.67 45.82 20.49 429.20 
AM 26.26 18.57 77.33 33.05 19.08 163.78 44.95 20.10 461.17 
CC 34.11 24.12 79.51 42.17 24.35 200.73 55.81 24.96 550.88 

3813411 

KNN 16.18 11.44 -40.76 22.96 13.26 269.01 7.68 3.43 -465.14 
CART 18.63 13.18 109.47 23.23 13.41 667.74 8.51 3.80 -66.05 
NB 8.06 5.70 56.36 11.80 6.81 448.25 23.70 10.60 3906.79 
LI 43.26 30.59 -54.39 61.03 35.23 -50.54 69.09 30.90 472.53 
NR 9.09 6.43 42.21 20.30 11.72 20.76 16.84 7.53 915.10 
IDW 70.20 49.64 64.25 94.80 54.73 -40.86 110.71 49.51 1232.53 
AM 55.61 39.32 71.39 78.53 45.34 -222.34 89.43 39.99 804.60 
CC 45.97 32.50 76.91 67.76 39.12 -260.47 75.59 33.80 817.16 

The bolded value represents the method that obtained the highest accuracy. 
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4. Discussions  
 
In this study, missing streamflow data were estimated using all eight estimation methods for each 

streamflow station located on the Peninsular Malaysia with similar climatic conditions. The 
streamflow data were evaluated at each station based on three different percentages of missing 
data: 5%, 10%, and 15%, respectively. The performance of the estimation methods was evaluated 
using measures such as RMSE, MAE, and R. The higher the total points, the better the performance 
of the methods. The overall ranking of the methods was presented in Table 3 to Table 5 based on the 
various percentages of missing data. 

According to the overall ranking for estimation methods, it was discovered that NB was the most 
effective method, while CART and KNN were classified as the second and third most effective options, 
respectively. NB showed advantages over other estimation methods as it provides a higher degree 
of accuracy and enables the use of incomplete data for estimation. The results were comparable to 
those found in studies carried out by Bayhaqy et al., [2] and Jackins et al., [12], in which NB was found 
to have the best performance when used to estimate missing streamflow datasets in Tokopedia and 
Bukalapak, Indonesia. This is because NB offers extremely accurate and specific predictions. NB is a 
form of machine learning that takes into account the Bayesian approach while doing calculations 
involving probability. It is not necessary to have a lot of data before starting the estimation process. 
This method is still extremely straightforward and functions excellently and quickly even when 
applied to most of the missing data estimation. 

Additionally, conventional methods such as NR, LI, AM, IDW, and CC were compared with 
machine learning methods. The NR method was identified as the fourth best method for estimating 
missing streamflow data and the best among conventional methods, as shown in Table 3 to Table 5. 
The result was similar to past studies by Ismail et al., [17] and Hamzah et al., [10], in which the NR 
method was determined to be the most accurate estimation method, especially when compared to 
other conventional methods. NR produced results that were superior and had RMSE and MAE values 
that were significantly lower. NR was determined by the ratio average of the accessible data at the 
target station to those at the neighboring station. The data collected at neighboring stations were 
usually identical to the data collected at the target station because neighboring stations commonly 
possessed the same characteristics and properties as the target station. Therefore, NR produces 
results that are very close to the target station. Subsequently, the results will be more accurate. 

 
Table 3 
Overall ranking for missing 5% estimation methods 
Overall Ranking Missing 5% 
Method KNN CART NB LI NR IDW AM CC 
RMSE 7 7 8 4 5 2 2 3 
MAE 7 7 8 4 5 2 2 3 
R 4 8 8 3 5 8 2 1 
Total 18 22 24 11 15 12 6 7 

The bolded value represents the method that obtained the highest accuracy. 
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Table 4 
Overall ranking for missing 10% estimation methods 
Overall Ranking Missing 10% 
Method KNN CART NB LI NR IDW AM CC 
RMSE 6 7 8 4 5 3 2 1 
MAE 6 7 8 4 5 3 2 1 
R 8 3 8 1 5 5 4 1 
Total 20 17 24 9 15 11 8 3 

The bolded value represents the method that obtained the highest accuracy. 
 

Table 5 
Overall ranking for missing 15% estimation methods 
Overall Ranking Missing 15% 
Method KNN CART NB LI NR IDW AM CC 
RMSE 6 8 7 4 6 1 3 2 
MAE 6 8 7 4 6 1 3 2 
R 3 3 6 1 2 8 6 5 
Total 15 19 20 9 14 10 12 9 

The bolded value represents the method that obtained the highest accuracy. 

4.1 Homogeneity Test 

After estimating the missing data, homogeneity testing of the time series data must be performed 
to ensure the quality of the data. This test is essential as it can identify changes in behavior over the 
length of a time series. The Pettitt test, the BR test, the VNR test, and the SNHT were used to check 
the homogeneity of the streamflow data. If the null hypothesis had a p-value greater than 0.05 at the 
significance level of 5 percent, the streamflow data were considered to be homogeneous. 

The homogeneity test results for the daily time series can be found in Table 6 and Table 7, 
respectively. The results obtained from each of the four unique tests fall into one of three categories: 
useful, doubtful, or suspect [32]. The categorization was determined to be "useful" when either one 
or none of the p-values in the homogeneity tests were lower than 0.05. It was determined to be 
"doubtful" when the series rejected two out of four homogeneity tests, and it was determined to be 
"suspect" when three or all homogeneity tests were rejected. 

Based on the daily time series, it was discovered that four out of eleven streamflow stations were 
categorized as useful, whereas seven out of eleven streamflow stations were categorized as doubtful. 
The seven doubtful stations indicate that there may be inhomogeneity in the data, and these stations 
can still be used for further analysis as long as the data are carefully processed [19]. Furthermore, 
there were not even one of the suspect stations available in the daily time series. Although, the data 
should not contain any suspect stations as the data will be inhomogeneous. 

In addition, only one homogeneity test was found to be rejected by the majority of the stations, 
the VNR test. Since the VNR test assumes that the time series is considered a random distribution, 
thus the results showed that the streamflow data were not randomly distributed. 
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Table 6 
Summary of homogeneity tests for daily time series 

Station Code 
p-value 

Results Pettitt SNHT BRT VNR test 
1737451 0.959 0.002 0.970 < 0.0001 Doubtful 
2224432 0.040 0.099 0.068 0.010 Doubtful 
5721442 0.265 0.000 0.581 < 0.0001 Doubtful 
2723401 0.967 < 0.0001 0.965 < 0.0001 Doubtful 
4907422 0.177 0.277 0.234 0.000 Useful 
6503401 0.967 0.100 0.995 0.001 Useful 
5606410 0.111 0.158 0.117 < 0.0001 Useful 
3519426 0.908 < 0.0001 0.979 < 0.0001 Doubtful 
4930401 0.057 0.012 0.133 < 0.0001 Doubtful 
3116430 0.099 0.307 0.194 0.008 Useful 
3813411 0.967 0.000 0.959 < 0.0001 Doubtful 

The bolded value represents the heterogeneous time series. 
 

Table 7 
Summary of homogeneity tests result for daily time series 
Class Daily 
Useful 4 
Doubtful 7 
Suspect 0 

 
4. Conclusions 

 
In conclusion, the estimation of missing streamflow data using various estimation methods was 

successfully performed in Peninsular Malaysia. A total of eleven streamflow stations' data were 
selected as input data from the DID, with the main objective of determining the most suitable method 
in estimating missing streamflow data. This was achieved by comparing the performance of the 
estimation methods based on measures such as RMSE, MAE, and R. The machine learning methods 
were the KNN, CART, and NB, while the conventional methods were the AM, CC, LI, NR, and IDW. All 
the estimation methods were used to estimate the missing streamflow data to determine the best 
method. Therefore, it was found that NB was the most appropriate method according to the overall 
ranking for estimation methods in terms of the lowest values of RMSE and MAE, and the highest 
value of R. The estimated data from the NB methods were much closer to the actual data, resulting 
in higher accuracy. 

The findings of estimation of missing streamflow data using various estimation methods are 
essential to help engineers be aware of how streamflow data sets can improve their planning or 
urban design. As soon as the entire data set is available, the precision of the analyses performed by 
the engineers will also increase, resulting in more exact designs. 

In future studies, it is suggested to increase the number of neighboring stations. This is because 
the more data available from neighboring stations, the more accurate and reliable results will be 
produced by the estimation method. Other recommendations from this study are that estimation 
methods should be tested with different streamflow station datasets. Finally, other machine learning 
models can also be applied to the study to obtain the best method with the highest accuracy. 
 
Contribution of Study 
This study contributes to engineers and hydrologists who rely on streamflow data by improving their 
urban planning. Recommendation for future research were provided as well, such as testing 
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estimation methods with different streamflow station datasets and applying other machine learning 
models to obtain the best method with the highest accuracy. 
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