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The growing significance of uncertainty quantification in mathematical modeling of 
physical phenomena is evident, with fuzzy sets emerging as an alternative approach. 
This paper focuses on exploring a numerical method for addressing fuzzy differential 
equations in two-dimensional problems like fuzzy predator-prey systems. The 
numerical solution employed the extended Runge-Kutta fourth-order method. To 
overcome challenges related to polynomial fuzzy differential equations, a combination 
of the polynomial interpolation technique and the extended Runge-Kutta fourth-order 
method was applied, mitigating the issues associated with high-degree polynomials. 
The proposed approach for fuzzy predator-prey systems is briefly described, 
accompanied by a numerical example. The obtained results underscore the efficacy of 
the extended Runge-Kutta fourth-order method with polynomial interpolation, 
showcasing its remarkable accuracy and potential as an alternative method for 
addressing various uncertainty-related problems. 

 
 
 
 
Keywords: 
Predator-prey systems, fuzzy differential 
equation, extended Runge-Kutta 
method, polynomial interpolation 

 
1. Introduction 
  

Differential equations are widely used in applied science and engineering to represent real life 
problems and systems. In many practical cases, uncertainties can appear which need to take into 
account to improve the accuracy and predictability of estimates. Since Zadeh [1] introduced the 
concept of fuzzy set and corresponding fuzzy operations, enormous efforts have been made to 
develop various aspects of the theory and applications of fuzzy systems.  

The study of this topic has increased in recent years. A new fuzzy inference for diabetes 
classification was proposed by Lixandru-Petre, [2]. It was followed up by Gupta, et al., [3] describes 
the fuzzy logic-based systems for the diagnosis of various diseases. In their article also focuses on 
various fuzzy models that are being used in healthcare systems for making decisions. Research 
continues, both in terms of the theory of fuzzy and its application to real-world problems by several 
authors [4-8].  
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In this paper, the predator-prey model is proposed in 2-dimensional FDEs. Since the predator-prey 
model in the fuzzy setup provides a more realistic depiction of the phenomena, the initial conditions 
are considered as fuzzy because the initial population estimates in a real situation may not be known 
accurately. 

There are some authors [8-12] who have studied predator-prey models in which the initial 
populations of predator and prey are uncertainty. They all gave numerical solutions to differential 
equations with fuzzy initial conditions and some discussed the stability of the solutions. Ahmad & De 
Baets [9] applied a Runge-Kutta fourth order method through the principles of Zadeh extension for 
some numerical simulations of the predator-prey population model. Sukarsih et al., [13] also used a 
Runge-Kutta method for solving two predator-prey models with a Holling type II functional. 

In order to solve the fuzzy predator-prey system (FPPS), some limitations need to be addressed. 
From the basic operation of fuzzy with polynomial operation, degree of polynomial will develop very 
fast. In this paper, the extended Runge-Kutta fourth order (ERK4) method has been incorporated with 
polynomial interpolation technique to reduce the degree of polynomial. Semi exact solution with 
crisp solution has been employed for comparison with numerical solution.  

The paper is organized in the following manner in the next section model description are 
presented, in the section 3 we describe the numerical solution of the model. Illustrative example is 
given at the section 4. The last section will contain some conclusions. 
 
2. Model Description  

 
The population model between predators and preys can be represented as a system of two 

coupled first order nonlinear differential equations which is also known as Lotka-Volterra equation, 
 

.                                                                (1) 

 
with the initial condition !(#!) = !! and &(#!) = &! where ', ), *, and + are positive real parameters 
describing the interaction of the two species, !(#) denotes the population of the prey species and 
&(#) denotes the population of the predator species, !! and &! are the initial estimates of the species.  

For the system as given by Eq. (1), it may not be possible to obtain exact estimates of initial 
population, thus the initial estimates are represented by fuzzy numbers. By considering Eq. (1) is a 
predator-prey system with fuzzy initial condition !(#!) = !! and &(#!) = &! where !′	(#) and &′	(#) 
are continuous functions. The /-cuts of !(#) and &(#) are:  

 

.                (2) 

 
for  0	 = 	1, 2, . . . , 3 and / ∈ [0, 1]. 
 
3. Numerical Solution of the Model 
 

The general form of an explicit Runge-Kutta method is expressed as Lambert [14], 
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.                                                                 (3) 

 
Most efforts to improve the order of Runge–Kutta methods have been made by increasing number 

of Taylor’s series expansion. This increases the number of function evaluations accordingly as 
highlighted by some researches [15-19]. Goeken and Johnson [20] and Wu and Xia [21] using higher 
derivatives to proposed a class of Runge–Kutta methods, and new third, fourth and fifth order 
numerical methods were presented. Specifically, 8′ is embedded in 8 i.e. 8′ is approximated by a 

difference quotient of past and current evaluations of ,	   

This motivates a family of extended Runge–Kutta formula by Wu & Xia [21] in the form of 
 

.                                                                  (4) 

 
3.1 Extended Runge-Kutta Fourth Order Method for Fuzzy Predator-Prey System 

 
From Eq. (4), the ERK4 method for FPPS is defined 
 

                                             (5) 

 
where 
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Accordingly, the following is defined: 
 

      (6) 

 
Then, Eq. (6) is rewritten as: 
 

                                             (7) 

 
3.2 Fuzzy Polynomial Interpolation 

 
A fuzzy polynomial of degree m is a function of the form  
 

                 (8) 
 
where ;"(/) = <;"(/), ;"(/)=, '!, ⋯ , '" ∈ ℝ with @, 3 are positive integer. The higher order 
polynomial for ;"(/) will be regenerated into low order polynomial, ;#(/). In this paper, the value 
of 3 is set as 10. So that, ;"(/) will be regenerated to the 11 points data,  
Therefore, the data to be fitted are [&!, &$, ⋯ , &$!]. 

Zulkefli proved the following, which appears as Theorem 1 and Theorem 2 of [22]. 
 
Theorem 1 (Zulkefli, [22])  

Let ;", @ > 3, is a monotonic polynomial with degree @. Then ;# which is an interpolated 
polynomial with degree 3, is a pointwise monotonic polynomial with degree 3. 
 
Theorem 2 (Zulkefli, [22]) 

The degenerate polynomial, ;# is unique. 
 

Figure 1 is the schematic representation of the numerical solution for FPPS in a flowchart. The 
flowchart describes the ERK4 method incorporated with polynomial interpolation technique used for 
solving FPPS.  
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Fig. 1. Flowchart of numerical solution for FPPS 
 
Firstly, fuzzy initial values  and  are 

assigned and the step size  is identified. Then,  and  are calculated by ERK4 
method. During the calculation, if degree of polynomial is greater than , polynomial interpolation 
technique is applied in order to reduce the high degree polynomial to order . The stopping criteria 
is used when total iteration number is reached and the computation is ended. If the total iteration 
number is not reached, then the whole program will repeat start from statement “apply ERK4 
method”. 
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4. Results  
 

In this section, the problem of FPPS taken from Ömer, et.al [10] was used as a test equation for 
the numerical approach developed in this paper. For this case, consider 

 

                                    (9) 

 
where  and  are the numbers of prey and predator at time .  

The problems in Eq. (9) are complex to have the exact solution. Therefore, semi exact solution 
with crisp solution has been employed for comparison with the numerical solution. The semi exact 
solution can be obtained by linearization using Taylor’s expansion as follows 

 

                  

(10) 
 
Eq. (10) valid for small increment of  with continuous of  where the initial value is given 

 Eq. (10) is solved analytically. Numerical coding was performed in Microsoft 
Visual C++. By using ERK4 method in Eq. (5) with  the results for ERK4 method with polynomial 
interpolation technique and semi exact solution are illustrated in Figure 2 and Figure 3, respectively. 
 

 
Fig. 2. Numerical result of interpolation ERK4 in 2D FPPS 
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Fig. 3. Numerical result of interpolation ERK4 in 3D FPPS 

 
5. Conclusions 
 

In this paper, ERK4 method with polynomial interpolation technique was applied to find the 
numerical solution of FPPS. Figure 2 shows the plot of the crisp solution and fuzzy solution for  

Meanwhile, Figure 3 shows the crisp solution confined by the lower and upper bounds of the 
dependent variable  when  Additionally, when  the projection of the peaks of 
the triangle coincides with the crisp solution. Figure 2 and Figure 3 indicates that the semi exact 
solution for predator prey are bounded in the fuzzy range of fuzzy solution when the semi exact 
solution at the middle between ERK4 lower solution and ERK4 upper solution, respectively. It is 
concluded that the current crisp fuzzy solution is in good agreement with semi exact solution. In other 
word, the technique of calculating semi exact solution is acceptable and validated. 
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