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This paper introduces a novel method called the Adaptive Hybrid Reduced Differential 
Transform Method (AHRDTM) to solve Nonlinear Schrödinger Equations (NLSEs). This 
method provides semi-analytical solutions over a longer time frame. It achieves this by 
producing sub-division intervals of varying lengths, distinguishing it from the classical 
Multistep Reduced Differential Transform Method (MsRDTM). Importantly, the 
AHRDTM eliminates the necessity for perturbation, linearization, or discretization, 
providing the benefits of adaptability and reliability. The outcomes exhibit that 
AHRDTM yields highly efficient solutions for NLSEs. Moreover, the method is simple, 
significantly reducing the computational workload in solving NLSE problems, and shows 
promising opportunity for application in diverse complex partial differential equations 
(PDEs). The efficiency and effectiveness of AHRDTM are demonstrated through tables 
and graphical representations. 
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1. Introduction 
 

Partial differential equation (PDE) is an important form of differential equations (DEs) to explain 
and model scientific phenomena in optics, acoustics, fluid mechanics, hydrodynamics, and astronomy 
[1]. This concept and its application have always been important in the research areas of pure and 
modern mathematics [2]. Due to highly complex problems in solving PDEs, numerous methods have 
been introduced to solve such problems. A few analytical techniques used such as the Fourier 
Spectral Method [3], and accelerated Adomian Decomposition Method (ADM) [4] to solve these 
applied models since their structural complexity is typically high. Some effectual methods in solving 
PDEs are the Symmetry Reduction Strategy [5], and Hirota Bilinear Forms [6]. 

Several hyperbolic wave-type equations have been used to serve as mathematical models for 
waves such as Korteweg-De Vries Equations (KdVEs), Klein-Gordon Equations (KGEs), Harry Dym 
Equations, Burgers Equations, and Schrödinger Equations (SEs). In this paper, the Nonlinear SEs 
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(NLSEs) which is one of the most famous equations, is a mathematical model that appears in various 
fields, including hydrodynamics, plasma waves, nonlinear optical waves, oceanography, deep surface 
water waves, ocean roughness, biology, quantum mechanics, and light emission in cables of fibre 
optics [7]. This equation has been evaluated both numerically and analytically employing diverse 
methods, including the Modified Generalized Exponential Rational Function Method (mGERFM) [8], 
the Modified Exponential Jacobi Method [9], and several other methods [10,11]. Approximate 
analytical solutions which also known as semi-analytical methods are also useful in solving NLSEs, 
such as the Shehu Transform based Adomian Decomposition Method (STADM). It has been used to 
solve time fractional NLSEs [12]. Then, Jawad et al., [13] applied the Variational Homotopy Transform 
Method (VHTM) to solve SEs. An important analytic method is the Differential Transform Method 
(DTM). The provided DE in this method is accompanied by the initial conditions, which are 
transformed into a recursive equation, ultimately resulting in the solution represented as a Taylor 
series. DTM is also the original method used in this paper. 

DTM and its advanced variants have been brought into light by scientists. Initially, the Reduced 
DTM (RDTM) have been introduced in 2009 by Keskin et al., [14] to tackle PDEs problems. This semi-
analytical method gained plenty attention since it helps in solving a variety of problems by many 
researchers [15]. However, there are drawbacks when handling complex PDEs. Due to the complexity 
in solving fractional KdVEs, Ray [16] suggested an alteration to the fractional RDTM. This modification 
involves replacing the nonlinear term with Adomian polynomials, making it possible to derive 
solutions more easily and with fewer calculated terms. Thus, this modification of the RDTM is a great 
approach in dealing problems with nonlinear terms of high nonlinearities. The method is called 
Modified RDTM (MRDTM). 

Another improvement of the DTM is the Multistep DTM (MsDTM). This semi-analytic method was 
first introduced in 2010 by Odibat et al., [17] and applied to various systems. It produces a solution 
where its convergent series rapidly converges in a large time frame over a sequence of equal-length 
subintervals which then improves the convergence of the series solution. Other researchers, Al-
Smadi et al., and Momani et al., also used the multistep scheme by applying it on RDTM, called the 
Multistep RDTM (MsRDTM) to solve fractional PDEs [18]. A combination of the MsRDTM and the 
MRDTM was then introduced in 2018 and 2019. Che Hussin et al., [19] proposed and implemented 
the Multistep Modified RDTM (MMRDTM) in solving NLSEs. This method has also been used by 
Sabdin et al., [20,21] in solving Nonlinear Telegraph Equations (NLTEs), and time fractional NLTEs 
(TFNLTEs) with source term. 

However, the main drawback of using a multistep scheme is that it is less efficient when 
considering large intervals. Thus, an adaptive approach is essential to solve such problems. This is 
important to enable the utilization of variable-length step-sizes. Consequently, the problems solved 
will converge over a large time frame over a sequence of subintervals with varied length resulting in 
fewer numbers of time-steps. Two distinct adaptive algorithms with different approaches have been 
developed by Gokdogon et al., [22] and El-Zahar [23]. Including the references mentioned before, 
both adaptive schemes on DTM called the Adaptive MsDTM (AMsDTM) have been implemented to 
obtain approximate analytical solutions for nonlinear problems [24].  

This paper aims to implement a new efficient and novel approach named the Adaptive Hybrid 
RDTM (AHRDTM) to solve NLSEs. The term adaptive hybrid indicates the combination of the adaptive 
multistep approach of AMsDTM by El-Zahar [23] and the modification of RDTM (MRDTM) by using 
suitable Adomian polynomials. The adaptive algorithm has been implemented to get solutions with 
variable length subintervals. The tables provided show the comparison of number of time-steps, and 
the processing time between the classical Modified MsRDTM (MMsRDTM), and the proposed 
method, AHRDTM. The finding indicates the efficiency of the new efficient approach, AHRDTM in 
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solving the considered equations. The remaining portions of this work are organized as follows. 
Section 2 discusses the definitions, adaptive algorithm, and solution formulations. Section 3 
illustrates the application of the AHRDTM in several NLSEs with solutions presented in tables and 
graphical illustrations. Lastly, Section 4 provides concluding observations. 
 
2. Development of Adaptive Hybrid Reduced Differential Transform Method  
 

The development of this novel method consists of methods from Reduced Differential Transform 
Method (RDTM), Modified Reduced Differential Transform Method (MRDTM), Multistep Reduced 
Differential Transform Method (MsRDTM), and Adaptive Multistep Differential Transform Method 
(AMsDTM). The steps, and disadvantages related to the methods are mentioned below. 
 
2.1 Reduced Differential Transform Method 
 

Two-variable function 𝑢(𝑥, 𝑡) is considered that may be written as the product of two single-
variable functions: 𝑢(𝑥, 𝑡)  =  𝑓(𝑥)𝑔(𝑡). On the foundational properties of the one-dimensional 
differential transform, the function 𝑢(𝑥, 𝑡) may be written as follows: 
 

𝑢(𝑥, 𝑡) = (∑ 𝐹(𝑖)𝑥𝑖∞
𝑖=0 )(∑ 𝐺(𝑗)𝑡𝑗∞

𝑗=0 ) = ∑ 𝑈𝑘(𝑥)𝑡𝑘∞
𝑘=0 .                    (1) 

 
where the t-dimensional span function of 𝑢(𝑥, 𝑡) is denoted by 𝑈𝑘(𝑥). The following [14] are the 
fundamental definitions of RDTM: 
 
Definition 1. If the domain of interest's function 𝑢(𝑥, 𝑡) is analytical and continuously differentiable 
with regard to time 𝑡 and space 𝑥, then letting 
 

𝑈𝑘(𝑥) =
1

𝑘!
[

𝜕𝑘

𝜕𝑡𝑘 𝑢(𝑥, 𝑡)]
𝑡=0

,                        (2) 

 
where the transformed function is the 𝑡-dimension span function 𝑈𝑘(𝑥). In this paper, the primary 
function is denoted by the small letter 𝑢(𝑥, 𝑡), while the altered function is symbolized by the capital 
letter 𝑈𝑘(𝑥). 
 
Definition 2. Given the following for the differential inverse transform of 𝑈𝑘(𝑥): 
 

𝑢(𝑥, 𝑡) = ∑ 𝑈𝑘(𝑥)𝑡𝑘∞
𝑘=0 .                        (3) 

 
Then, by fusing (2) and (3), we obtain 

 

𝑢(𝑥, 𝑡) = ∑
1

𝑘!
[

𝜕𝑘

𝜕𝑡𝑘 𝑢(𝑥, 𝑡)]
𝑡=0

𝑡𝑘∞
𝑘=0 .                       (4) 

 
According to the preceding definitions, the RDTM concept is obtained from the expanded power 

series. Consider the following operator-form nonlinear PDE to explain the fundamental RDTM 
concepts as in (5) 
 
ℒ𝑢(𝑥, 𝑡) + ℛ𝑢(𝑥, 𝑡) + 𝒩𝑢(𝑥, 𝑡) = 𝑔(𝑥, 𝑡),                      (5) 
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with initial condition  
𝑢(𝑥, 0) =  𝑓(𝑥),                         (6) 
 

where ℒ =
𝜕

𝜕𝑡
, ℛ is a partial derivatives linear operator, 𝒩𝑢(𝑥, 𝑡) is a nonlinear operator and 𝑔(𝑥, 𝑡) 

is an inhomogeneous term.  
Based on RDTM, the iteration formula shown below may be formed: 

 
(𝑘 +  1)𝑈𝑘+1(𝑥) =  𝒢𝑘(𝑥) −  ℛ𝑈𝑘(𝑥) −  𝒩𝑈𝑘(𝑥),                     (7) 
 
where 𝑈𝑘(𝑥), ℛ𝑈𝑘(𝑥), 𝒩𝑈𝑘(𝑥) 𝑎𝑛𝑑 𝒢𝑘(𝑥) are the transformations of the functions 
ℒ𝑢(𝑥, 𝑡), ℛ𝑢(𝑥, 𝑡), 𝒩𝑢(𝑥, 𝑡), 𝑎𝑛𝑑 𝑔(𝑥, 𝑡) respectively. Based on initial condition (6), we write  
 
𝑈0(𝑥) =  𝑓(𝑥).                         (8) 
 
2.2 Modified Reduced Differential Transform Method 
 

The nonlinear term in equation (7) is denoted by Ray [16] as follows: 
 

𝑁𝑢(𝑥, 𝑡) = ∑ 𝐴𝑛(𝑈0(𝑥), 𝑈1(𝑥), … , 𝑈𝑛(𝑥))∞
𝑛=0 .         (9) 

 
The method proposed for computing the Adomian polynomials as shown 

 

𝐴0 = 𝑁(𝑈0(𝑥)),                       (10) 

 

𝐴𝑛(𝑈0(𝑥), 𝑈1(𝑥), … , 𝑈𝑛(𝑥)) =
1

𝑛!
(

𝑑𝑛

𝑑𝜆𝑛
[𝑁(∑ 𝜆𝑘𝑈𝑘(𝑥)𝑛

𝑘=0 )])
𝜆=0

, 𝑛 ≥ 1,                (11) 

 
such that 𝒩𝑈𝑘(𝑥) is the term of nonlinearity. Substituting the nonlinear term by its Adomian 
polynomial yields, 
 
(𝑘 +  1)𝑈𝑘+1(𝑥) =  𝒢𝑘(𝑥) −  ℛ𝑈𝑘(𝑥) − 𝐴𝑘.                   (12) 
 

Notice that the approach does not require time-consuming computations with high derivatives. 
Iterative calculation can be used to obtain 𝑈𝑘(𝑥) values by combining equations (8) into (12). 
Furthermore, the set of inverse transformation values, {𝑈𝑘(𝑥)}𝑘=0

𝑛  yields the approximate solution 
as follows: 
 

𝑢𝑛(𝑥, 𝑡) = ∑ 𝑈𝑘(𝑥)𝑡𝑘∞
𝑘=0 , 𝑡 ∈ [0, 𝑇].                     (13) 

 
2.3 Multistep Reduced Differential Transform Method 
 

The MsRDTM identifies RDTM series by dividing the interval [0, 𝑇] into 𝑅 subintervals of equal 
length. Nonetheless, addressing linear and nonlinear DEs necessitates opting for a small-time step 
size, which, in turn, involves obtaining RDTM solutions across more subintervals. Consequently, 
selecting a smaller time step size and increasing the number of subintervals result in longer 
computation times. To address this challenge, there is a need for a novel approach, and an adaptive 
methodology is suggested as a solution. 
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2.4 Adaptive Multistep Differential Transform Method 
 
The following adaptive time step-size control algorithm is taken from the algorithm introduced in 
AMsDTM. The algorithm is then applied according to the adaptive scheme by [23]: 
 

(a) One specifies the acceptable local error 𝛿 > 0, and selects the order 𝑁 of the multistep 
scheme. 

(b) Based on computations, the values |𝑈𝑘,𝑟(𝑁)|, 𝑘 =  1, 2, . . . , 𝑛, are determined for each 

solution component 𝑘. 

(c) At the grid point 𝑡𝑟, we compute the value 𝐸𝑁 = 𝑚𝑎𝑥(|𝑈𝑘,𝑟(𝑁)|), 𝑘 =  1, 2, . . . , 𝑛. 

(d) We choose the step-size ℎ𝑟  such that ℎ𝑟 = 𝜏 (
𝛿

𝐸𝑁
)

1

𝑁
≤  ℎ𝑚𝑎𝑥 and 𝑡𝑟+1  =  𝑡𝑟 + ℎ𝑟, where 𝜏 is 

a safety factor, and ℎ𝑚𝑎𝑥 is the maximum allowed step-size. 
 

Firstly, MRDTM is applied to the initial value problem of interval [0, 𝑡1]. Then, by using the initial 
conditions 
 
𝑢(𝑥, 0) =  𝑓0(𝑥).                       (14) 
 
We obtain the approximate result 
 

𝑢1(𝑥, 𝑡) = ∑ 𝑈𝑘,1(𝑥)𝑡𝑘k
𝑘=0 , 𝑡 ∈ [0, 𝑡1].                    (15) 

 
The adaptive step-size control algorithm is then applied to determine 𝑡1 of [0, 𝑡1].  
Then, for each subinterval [𝑡𝑟−1, 𝑡𝑟], the initial condition 

 
𝑢𝑟(𝑥, 𝑡𝑟−1) = 𝑢𝑟−1(𝑥, 𝑡𝑟−1),                      (16) 
 
is used for 𝑟 ≥ 2 and the implementation of AHRDTM to the initial value problem on [𝑡𝑟−1, 𝑡𝑟]. For 
𝑟 = 1,2, … , 𝑅, the algorithm is then applied repeatedly for each subinterval [𝑡𝑟−1, 𝑡𝑟] of 𝑅 variable-
length subintervals to determine each 𝑡𝑟. Thus, the interval [0, 𝑇] is a combination of variable-length 
subintervals, [𝑡𝑟−1, 𝑡𝑟] for 𝑡 𝜖 [0, 𝑇].  

The repetition of the process is performed and carried out to construct an approximate solutions 
sequence 𝑢𝑟(𝑥, 𝑡) for 𝑟 = 1,2, … , 𝑅, such as, 
 
𝑢𝑟(𝑥, 𝑡) = ∑ 𝑈𝑘,𝑟(𝑥)(𝑡 − 𝑡𝑟−1)𝑘𝐾

𝑘=0 , 𝑡 ∈ [𝑡𝑟−1, 𝑡𝑟].                   (17) 
 

Finally, the AHRDTM proposes the following solutions: 
 

𝑢(𝑥, 𝑡) = {

𝑢1(𝑥, 𝑡),   𝑓𝑜𝑟 𝑡 ∈ [0, 𝑡1]

𝑢2(𝑥, 𝑡),   𝑓𝑜𝑟 𝑡 ∈, [𝑡1, 𝑡2] 
⋮

𝑢𝑅(𝑥, 𝑡),   𝑓𝑜𝑟 𝑡 ∈, [𝑡𝑅−1, 𝑡𝑅]

.                    (18) 

 
It is crucial to note that when the step size 𝑠 = 𝑇, the MRDTM is derived from AHRDTM. 

 
 



Semarak International Journal of Fundamental and Applied Mathematics 

Volume 2, Issue 1 (2024) 1-12 

6 
 

3. Results  
 

Two numerical examples have been considered to show the reliability of the AHRDTM as its 
benefit for solving NLSEs: 
 
Example 1. Cubic NLSE of the form [25] 
 
𝑖𝑢𝑡 + 𝑢𝑥𝑥 + 2|𝑢|2𝑢 = 0,                      (19) 
 
is considered with initial condition 
 

𝑢(𝑥, 0) = 𝑒𝑖𝑥.                        (20) 
 

𝑒𝑖(𝑥+𝑡) is the exact solution of this equation. 
 

By applying the AHRDTM to equation (19) and using fundamental properties of AHRDTM, we 
have 
 

𝑈𝑘+1,r(𝑥) = (
𝐼

𝑘+1
) (

𝜕2

𝜕𝑥2 𝑈𝑘,𝑟(𝑥) + 2𝐴𝑘,𝑟).                    (21) 

 
We write the transformed initial condition (20) as 

 

𝑈0(𝑥) = 𝑒𝑖𝑥.                        (22) 
 

The adaptive algorithm is then implemented to obtain an approximate solution. 
The performance analysis is summarized in Table 1, Table 2, Table 3, and Table 4. The tables 

present comparisons of the processing time and the time-step, 𝑅 used in solving (19) by the 
MMsRDTM, and AHRDTM at N = 6, with respect to the specified tolerance, 𝛿 over the interval [0, 5] 
for different values of ℎ.  

Table 1, Table 2, Table 3, and Table 4 show that AHRDTM is significantly more efficient than the 
classical MMsRDTM by observing the processing time and number of time-steps needed in 
approximating solutions for this problem. Thus, through observations of the processing time with 
different values of ℎ for each table, the presented adaptive approach, AHRDTM demonstrates 
notable speed and efficiency.  
 
Table 1 
The duration of processing time and the total numbers of time-step for 𝜏 = 1.0, ℎ =  0.1, 𝑡 ∈  [0, 5] 
MMsRDTM AHRDTM 

Processing time (s)  Time-step, 𝑅  Admissible local error, 𝛿 Processing time (s)  Time-step, 𝑅  

12.592 50 
0.1 0.828 3 
0.01 1.048 4 
0.001 1.640 6 
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Table 2 
The duration of processing time and the total numbers of time-step for 𝜏 = 1.0, ℎ =  0.01, 𝑡 ∈  [0, 5] 
MMsRDTM AHRDTM 

Processing time (s)  Time-step, 𝑅  Admissible local error, 𝛿 Processing time (s)  Time-step, 𝑅  

138.400 500 
0.1 0.845 3 
0.01 1.108 4 
0.001 1.656 6 

 
Table 3 
The duration of processing time and the total numbers of time-step for 𝜏 = 1.0, ℎ =  0.001, 𝑡 ∈  [0, 5] 
MMsRDTM AHRDTM 

Processing time (s)  Time-step, 𝑅  Admissible local error, 𝛿 Processing time (s)  Time-step, 𝑅  

1443.700 5000 
0.1 0.875 3 
0.01 1.156 4 
0.001 1.688 6 

 
Table 4 
The duration of processing time and the total numbers of time-step for 𝜏 = 1.0, ℎ =  0.0001, 𝑡 ∈  [0, 5] 
MMsRDTM AHRDTM 

Processing time (s)  Time-step, 𝑅  Admissible local error, 𝛿 Processing time (s)  Time-step, 𝑅  

14000.000 50000 
0.1 0.780 3 
0.01 1.076 4 
0.001 1.655 6 

 
The comparison through graphical illustrations of the approximate solution AHRDTM with 𝛿 =

0.1, AHRDTM with 𝛿 = 0.01, and the exact solution for 𝑡 ∈ [8.5, 9.5] and 𝑥 ∈ [−5, 5], which involves 
the real part and imaginary part, are shown in Figure 1a, and Figure 1b respectively. The comparisons 
in Figure 1a and Figure 1b clearly show that the graphs of the AHRDTM with 𝛿 = 0.01 have similar 
shape and size with the exact solutions than the graph of AHRDTM with 𝛿 = 0.1. Thus, smaller value 
of 𝛿 gives better accuracy in approximating solutions. The AHRDTM solutions for this sort of NLSE are 
therefore proved to be approximately accurate near to the exact solutions. 
 

  
(a) (b) 

Fig. 1. The graphs shown in Figure 1a and Figure 1b are the exact solutions, and the AHRDTM 
with 𝛿 = 0.1, and AHRDTM with 𝛿 = 0.01 involving the real and imaginary part respectively 
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Example 2. We considered NLSE with trapping potential of the form [25] 
 

𝑖𝑢𝑡 +
1

2
𝑢𝑥𝑥 − 𝑢𝑐𝑜𝑠2(𝑥) − |𝑢|2𝑢 = 0,                    (23) 

 
with initial condition 
 
𝑢(𝑥, 0) = sin(𝑥)                       (24) 
 

sin(𝑥)𝑒(−
3𝑖

2
𝑡) is this equation’s exact solution. By applying the AHRDTM to equation (23) and 

using fundamental properties of AHRDTM, we have 
 

𝑈𝑘+1,r(𝑥) = (
𝐼

𝑘+1
) (

1

2

𝜕2

𝜕𝑥2 𝑈𝑘(𝑥) − 𝑈𝑘(𝑥)𝑐𝑜𝑠2(𝑥) − 𝐴𝑘,𝑟).                  (25) 

 
We write the transformed initial condition (24) as 

 
𝑈0(𝑥) = sin(𝑥)                       (26) 
 

The adaptive algorithm is then applied to get accurate approximate solution for this example. 
The performance analysis is summarized in Table 5, Table 6, Table 7, and Table 8. The tables 

present comparisons of the processing time and the time-step, 𝑅 used in solving equation (23) by the 
MMsRDTM, and the AHRDTM at N = 6, with respect to 𝛿 over the interval [0, 3].  

Table 5, Table 6, Table 7, and Table 8 show that AHRDTM is more efficient than the classical 
MMsRDTM. This is based on observations of the processing time and number of time-steps needed 
in approximating solutions for this problem. By observing the processing time based on the different 
values of ℎ for each table presented in the tables, the demonstrated adaptive approach is proven to 
be highly rapid and efficient. 
 
Table 5 
The duration of processing time and the total numbers of time-step for 𝜏 = 1.0, ℎ =  0.1, 𝑡 ∈  [0, 3] 
MMsRDTM AHRDTM 

Processing time (s)  Time-step, 𝑅  Admissible local error, 𝛿 Processing time (s)  Time-step, 𝑅  

104.145 30 
0.1 5.577 3 
0.01 7.921 4 
0.001 10.546 5 

 
Table 6 
The duration of processing time and the total numbers of time-step for 𝜏 = 1.0, ℎ =  0.01, 𝑡 ∈  [0, 3] 
MMsRDTM AHRDTM 

Processing time (s)  Time-step, 𝑅  Admissible local error, 𝛿 Processing time (s)  Time-step, 𝑅  

1077.400 300 
0.1 5.483 3 
0.01 8.030 4 
0.001 10.751 5 
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Table 7 
The duration of processing time and the total numbers of time-step for 𝜏 = 1.0, ℎ =  0.001, 𝑡 ∈  [0, 3] 
MMsRDTM AHRDTM 
Processing time (s)  Time-step, 𝑅  Admissible local error, 𝛿 Processing time (s)  Time-step, 𝑅  

10890.500 3000 
0.1 5.515 3 
0.01 8.249 4 
0.001 10.937 5 

 
Table 8 
The duration of processing time and the total numbers of time-step for 𝜏 = 1.0, ℎ =  0.0001, 𝑡 ∈  [0, 3] 
MMsRDTM AHRDTM 

Processing time (s)  Time-step, 𝑅  Admissible local error, 𝛿 Processing time (s)  Time-step, 𝑅  

106560.000 30000 
0.1 5.640 3 
0.01 8.219 4 
0.001 11.171 5 

 
The comparison by graphical pictorials of approximate solutions AHRDTM with 𝛿 = 0.1, AHRDTM 

with 𝛿 = 0.001, and the exact solution for 𝑡 ∈ [4, 5.4] and 𝑥 ∈ [−3.5, 3.5], which involve the real 
and imaginary part, are shown in Figure 2a, Figure 2b, Figure 2c, Figure 2d, Figure 2e, and Figure 2f. 
Figure 2c and Figure 2d shows that the graphs of the AHRDTM with 𝛿 = 0.001 are similar with their 
exact solutions than the graph of AHRDTM with 𝛿 = 0.1 as shown in Figure 2a and Figure 2b. Thus, 
smaller value of 𝛿 gives greater accuracy in approximating solutions. The AHRDTM solutions for this 
type of NLSE are therefore proved to be significantly near to the exact solutions. 
 

  

(a) (b) 
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(c) (d) 
  

  

(e) (f) 

Fig. 2. The graphs shown in Figure 2a and Figure 2b are the exact solutions, and AHRDTM 
with 𝛿 = 0.1, Figure 2c and Figure 2d are the exact solutions, and AHRDTM with 𝛿 = 0.001, 
while Figure 2e and Figure 2f are the exact solutions, AHRDTM with 𝛿 = 0.1, and AHRDTM 
with 𝛿 = 0.001, which involve the real and imaginary part respectively 

 
4. Conclusions 
 

This paper introduces a novel, efficient, and accurate approach called the Adaptive Hybrid 
Reduced Differential Transform Method (AHRDTM), an adaptive approximation analytical method 
for handling NLSEs. The results illustrate the method's accuracy, effectiveness, and reliability, as 
evidenced by the numerical outcomes and graphical representations. Consequently, AHRDTM 
emerges as a valuable mathematical tool for solving NLSEs, providing solutions with high accuracy 
and demonstrating a notable superiority over MRDTM in terms of accuracy. All calculations in this 
paper were conducted using Maple 2021. 
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