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Usage of the E-learning environment has become one of the most important
requirements of the current era, and the general trend of students today is to deal
more passionately with these environments. Sign Language Recognition (SLR) is the
most common way for deaf-mute to communicate among themselves or with others.
Deaf-mute students need to communicate with their teachers or their colleagues. By
e-learning application, this work is trying to translate the gestures of (SLR) to audible
sound. Then use the voice to address Alexa. A widely used control method for smart
environments is voice control, which is very difficult for the deaf community. Thus, the
proposed system describes an automatic fast, and accurate system adopted for
recognizing one-hand static gestures in real-time conditions. The base is a vision-based
RGB image in different environments for American Sign Language (ASL). Deep Learning
(DL) technique was used by Convolution Neural Networks (CNN) architecture in three
models: Alexnet, Googlenet, and Squeezenet. The used dataset in the off-time
implementation of two levels of complexity: RGB images of the uniform color
background and RGB images with complex backgrounds. The best accuracy achieved
for a complex background dataset of (6x150) image by the Squeezenet model, was
99.85% accuracy for off-time testing. Real-time experiments gave the best accuracy of
98.593 % by Squeezenet in 0.001sec recognition time. This achievement has been
exploited for smart classrooms by providing a comment for ‘Amazon Alexa’, which is a
powerful voice recognition system.

1. Introduction

The World Health Organization (WHO) published a survey indicating that in 2005, hearing loss
impacted around 278 million individuals worldwide. Ten years later, that number had risen to 360
million, a 14% increment, and the number has continued steadily increasing since that time. In 2019,
a total of 466 million people worldwide suffered from hearing loss, which accounted for 5% of the
global population. This number consisted of 432 million adults (83%) and 34 million children (17%).
The WHO has also predicted that, by 2050, this community may have more than doubled to around
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900 million people [3]. Gesture languages are the primary means by which Deaf people communicate
with each other, with various sign languages (SL) using a variety of hand motions, stances, and
gestures having emerged globally, some of which also incorporate other communication features
such as lip and eye movements. SLs are not identical across societies, varying in a similar manner to
oral languages such as Arabic, Indian, or English. However, each society has units of communication
that can be divided into static and dynamic gestures.

The lack of knowledge among hearing people of such languages results in a lack of comprehension
among gesture users, as these signs or gestures may refer to letters, words, or full units of thought
equivalent to sentences. E-learning offers a solution to this by providing automation systems that can
translate a given SL into some form of oral or written language. It is an excellent way to increase the
percentage of educated deaf-mute people. The deliberate use of networked information and
communications technology for teaching and learning is known as e-learning. Many new systems are
designed to assist deaf-mute people in accessing the world of learning and training [47].A
multidisciplinary field of study called human-computer interaction (HCI) is devoted to the design of
computer technology and, more specifically, to the interaction between people, or users, and
computers [22].

There are three types of approaches to gesture recognition: sensor-based, vision-based, and
hybrid. Many types of research have been carried out concerning each of these. Systems designed
based on sensor techniques utilize devices such as smart gloves as input [14], while systems utilizing
vision-based techniques often use a 2D camera to capture RGB images as input [11]. Other systems
have combined devices such as the Microsoft Kinect, with its effective depth sensor, with RGB
cameras to develop a hybrid technique(Bheda and Radpour 2017). Recently, there has been a call for
hand gesture recognition systems not only to translate SLs as produced by Deaf people but also to
support the development of smart environments for e-learning and medical applications based on
most SLs speed and ease of understanding as compared to oral or written languages. Sounds may be
changed and become unrecognizable when a speaker suffers from certain health issues, while the
time taken to write a communication of a need or description will almost always exceed that required
to perform the equivalent hand gesture [20].

Automated speech and language recognition (SLR) systems are often designed to detect and
interpret generated signals, deciphering their significance in a manner comprehensible to individuals
who speak different languages [8]. Nevertheless, this method is susceptible to numerous problems.
HCI researchers have the primary difficulty of determining the appropriate data to train the
applicable machines. Since signed hand gestures are a visually diversified form of communication,
the data will differ based on the image itself and the surrounding surroundings. Additionally, there
will be variations between static and dynamic hand gestures, as well as motions made with one or
two hands. A system in Jayashree et al., [33] that employed static hand motions in real-time, even
when there were complicated backgrounds present. Real-time status necessitates swift image
processing, rendering static images more appropriate for this purpose. However, the intricacy of the
backgrounds presented some challenges in the data. To tackle this, the author implemented pre-
processing techniques, which further increased the processing and time requirements.

In Barbhuiya et al., [11], Abul Abbas employed a plain black background for the data items utilized
in the system. This decision resulted in enhanced accuracy by precisely indicating that the
information pertains solely to the gesture depicted in the image. Nevertheless, this setting was not
the inherent one for users. Conversely, Pavlo utilized dynamic hand gestures in an actual system in
reference [30]. Both systems were presented with uninterrupted streams of raw visual input that
needed to be divided into individual frames, identified, and categorized into pre-established
classifications, which added complexity to the task. A further significant obstacle involves choosing a
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suitable technique for extracting the characteristics of the image. Several research projects rely on
feature extraction techniques (FE) to analyze images of gestures obtained from a camera or an input
dataset. This step is crucial in the traditional machine learning (TML) technique, where features are
extracted and data classes are manually classified [17]. Nevertheless, researchers frequently require
pre-processing of the pictures prior to feature extraction, and the specific procedures for this phase
differ depending on the desired characteristics. In Islam et al., [21], Md. Mohiminul implemented a
system that computed the Euclidean distance between the two nearest fingertips of the hand motion
image. This was followed by pre-processing steps, including shrinking the image and transferring it
to a binary format. Ultimately, the system successfully identified the important characteristics
following the application of a median filter to eliminate any interference caused by noise. Prior to
feature extraction (FE), certain academics have attempted to separate the hand shape from the
image's background. In their study, Hira Ansar [9] utilized various types of features, including
geodesic distance, for extraction. On the other hand, Raghuveera et al., [36] opted to employ
Microsoft Kinect for capturing motions, enabling easier segmentation in an untouched environment.
From this, he derived three distinct types of features: Local Binary Pattern (LBP), Histograms of
Oriented Gradients (HOG), and Speeded up Robust Features (SURF). In their study, Alzohairi and
Reema conducted a comparison of four different feature extraction (FE) techniques: HOG, Edge
Histogram Descriptor (EHD), LBP, Discrete Wavelet Texture Descriptor (DWT), and Gray-Level Co-
occurrence Matrix (GLCM) [5]. The researchers in Ansar et al., [9], Raghuveera et al., [36] and
Alzohairi et al.,, [5] conducted comparisons between the findings of each characteristic and
subsequently chose the most optimal one for their respective systems.

Following the process of feature extraction, these systems are still required to categorize the data.
However, the precision of the outcomes may be contingent upon the type of classifier used. Hence,
the third problem entails determining the classification methodology to be employed. Mirza et al.,
[40] employed Support Vector Machines (SVM), whereas Haque (Haque, Das, and Kaspy 2019) opted
for the K-Nearest Neighbor (KNN) technique during the classification stage. Furthermore, other
researchers have also encountered difficulties in determining the optimal approaches for data
selection, whether it be through the TML techniques mentioned earlier or the emerging deep
learning (DL) frameworks, which have shown promising outcomes. Therefore, these algorithms are
frequently utilized, with the most prevalent one being CNN. The utilization of Convolutional Neural
Networks (CNNs) in visual computing tasks has grown in recent years [7], primarily because the
algorithm necessitates minimal pre-processing. In Barbhuiya et al., [11], Barbhuiya employed pre-
trained neural network designs, namely AlexNet and VGG16, which consist of many layers, to
interpret pertinent data. The initial layer of both networks represents the attributes of the input
image. To ensure compatibility with the pre-trained networks, photos of varying sizes in the dataset
must be scaled to satisfy the parameters of the input layer. Manual feature extraction is not
performed in these modules. Instead, features are extracted within the hidden layers of the CNN
network and subsequently classified in a separate layer. System in Shin et al., [41] used a CNN
network In order to benefit from the long-range dependencies computation of the transformer and
the local feature calculation of the CNN for sign language recognition, a convolution and transformer-
based multi-branch network system for 77 label Korean SL dataset and 98.30% accuracy for the lab
dataset

Kasukurthi and Nikhil Kasukurthi et al., [25] employed a squeezenet, a variant of CNN, which
possesses compact dimensions suitable for deployment on mobile devices. In order to strengthen
the connection between the needs of the smart environment and addressing sign language (SL)
requirements for the deaf community, certain researchers, like Luka in Kraljevi¢ et al., [27], have
attempted to transform dynamic gestures into commands that can manipulate the smart home. They
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achieved this by utilizing a system consisting of a Jetson TX2 embedded device, developed in
collaboration with NVIDIA, and a StereolLabs ZED M stereo camera. Examining the current body of
literature reveals the numerous difficulties associated with this kind of task. These issues arise due
to the diverse range of data entry types and the requirement to determine the most optimal
approach. Various approaches were examined to ascertain the optimal choice in terms of speed,
simplicity, suitability, and cost-effectiveness for all users requiring system implementation. The
primary innovation of the proposed systemis in its utilization of sign language gestures for controlling
the system inside a smart classroom setting. Sign language gestures facilitate the administration of
the system in an intelligent classroom setting. Utilize the RGB image using an intricate background,
which accurately portrays the typical state of a student or user in real-time, subsequent to evaluating
photographs with various shapes and situations. Selecting SqueezeNet as the optimal deep learning
convolutional neural network (DL-CNN) system for real-time applications, in order to ensure a precise
design in the DL system. The main contribution of the suggested method decreases memory usage
by eliminating segmentation, intricate pre-processing, and the SqueezeNet feature. Therefore,
section 2 of this paper offers the methodology and the proposed system of the work, while section 3
introduces outlines the results and its discussion. A conclusion and suggestions for future work are
then offered in section 4.

2. Methodology
2.1 Materials

Types of datasets that used in the off-time phase:

2D static hand gestures shown as color images. These gestures featured simple black backgrounds,
as shown in Figurel.

The second type featured very complex backgrounds: only six signs are included in this set,
creating a mixture of images captured from a computer camera and those images from a dataset of
the ASL alphabet. The term “Complex background” refers to images entered into the dataset without
any amendments to the real background against which the photo is taken. These images are also of
different sizes, with varying lighting forms, different skin tones, and different gesture positions. For
each of the six sign investigated, 150 images were included: the number of test images is thus (6x150)
=900, as illustrated in Figure2.

The final data type are a static hand gesture version of the full ASL alphabet (letters a - z plus a
space). For every sign gesture, 50 images are included, so the full number of images is (27x50) =1,350,

as illustrated in Figure3.

Fig. 1. RGB\2D Static Fig. 2. Static Hand Gesture, ASL, Fig. 3. Static Hand Gesture, full

Hand Gesture, ASL complex background ASL alphabet (“ASL Alphabet |
(bhuczak et al. 2011) (“American Sign Language Kaggle” n.d.)

Detection Using PCA and LDA -
File Exchange - MATLAB
Central,” n.d.)
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The PC specifications that used for the proposed systems, Intel(R) Core(TM) i7 3520MCPU®@ 2.90
GHz, 8GB RAM, NVIDIA version391.25, were installed as a backend. Moreover, Matlab R2018b as an
application program.

2.2 Methods

The methodology of this work is divided into two including the traditional machine learning
approach and deep learning approach.

2.2.1 Traditional machine learning (TML) methodology

Traditional means the techniques that have been done for many years and are usually the basis
for more cutting-edge machine learning. The speed and relative simplicity of TML is the key benefits.
Some of these algorithms can be understood by humans. It making them crucial for failure analysis,
Model development, and the identification of insights and statistical patterns. In this work, there are
a test of some models by TML methodology is done to check if it is more suitable or the DL
methodology. TML contains some steps beginning with preprocessing step, FE, and classification at
last, as shown in Figure 4.

i/p image of
gesture hand

In this work, features like (HOG, LBP, and GLCM) are extracted, after make a preprocessing step
by resizing the image and converting it to gray scale, at last the classification step by KNN is done to
complete a TML system and obtain its results. This system was implemented to make a comparison
with the DL system.

HOG features: it is based on occurrences of gradient orientation, thus providing edges and
directions (Ullah, Mohammed, and Cheikh 2018). Images are resized to 64x64 pixels with conversion to
grayscale is done for every image; the cell size chosen is [8 8] per image, giving a final matrix is of
(kx1765).

LBP features: is a texture features and local descriptor of the image. It is based on the
neighborhood for any given pixel (Suleiman 2018), All images are resized to 64x64 pixels, also the image
is converted to its grayscale which means the value of the pixels is between (0~256). Then each pixel
value in the image unless pixels on the image border, is compared with the values of its neighboring
pixels. The LBP feature at last a feature vector of 1x236, making the full matrix kx236.

GLCM features: it is one of the statistical methods, which characterize the texture of an image by
calculating how often pairs of pixels with specific values within a specified spatial relationship occur
in an image [23]. When these features are utilized, resizing image to 64x64 pixels is required before
they are converted to grayscale. The spatial relationship between pixels is then computed using a
Gray-Level Co-occurrence Matrix. For every image, a feature vector of 1x4 is created, in the format
(1-Contrast, 2-Correlation, 3-Energy, 4-Homogeneity). Finally, the features matrix that moves on to
the classification stage takes the form kx4, where k is the number of images and (4) is the number of
features.

reprocessing feature MM c|assification
PIER extraction into classes

Fig. 4. Block diagram of TML
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2.2.2 Deep learning methodology

(DL) is an exciting field and an important branch of Artificial Intelligence (Al) because of its ability
to extract meaningful patterns from the input data such as images. The discipline of DL has seen a
rise in interest in the topic of computer programs analyzing images thanks to the quick growth of
computer graphics. Image analysis is a group of processes performed on an image to enhance its
appearance or extract relevant information [49]. Recent DL techniques can build a complete model
that computes final classification labels from the original image pixels [45].

A deep neural network, which uses simple components running in parallel and is modelled after
biological nerve systems, integrates several nonlinear processing layers (Mohd Akmal Masud et al.
2023). An input layer, a number of hidden levels and an output layer make up this structure. Nodes,
or neurons, connect the layers, and each hidden layer uses the output of the preceding layer as its
input.

DL using CNN has recently been a common tool used for SLR. CNN can be utilized in many
algorithms like (Alex Net, VGG, Google Net, SeqeezeNet, YOLOnet,..). This technique can offer high
accuracy, but it needs more computing time [11,32].

DL is done here with various different types of (CNNs). The choice of such architectures was
favored because of the reduced need for an image pre-processing step, the hidden extracting
features step characteristic, and the hidden classification features:

AlexNet: This CNN architecture, which was developed in 2012 with 61-million learnable
parameters, implements max pooling to perform a down sampling operation. Usually it includes five-
convolutional layers followed by five-relu layers. Then, there are five max-pooling layers, followed by
two fully connected layers. AlexNet, thus, has a kernel of filters of sizes (11x11), (5x5), and (3x3) for
its five convolutional layers [11].

GoogleNet: This network, built in 2015 with five million learnable parameters, is twelve times
smaller than AlexNet but performs better. It is based on the Inception architecture, which increases
the number of units in every layer by using parallel filters called the inception module. These filters
of size (1x1), (3x3), and (5x5) in every convolution layer (Kim and O’Neill-Brown 2019). The main
idea is to find the construction, which must be optimal locally and then repeat it spatially; this makes
the layer more wide and lead to make the network wider rather than deeper.

SqueezeNet: One of the most important models in the field of image classification because of its
distinguishing features and the accuracy of the results obtained when compared to other
models.When SqueezeNet was created in 2016, it was reduced to less than one million weights. It is
of 10-layers, then a convolution layer followed by 8-fire modules and another convolution layer at
the end. This architecture achieves nearly the same accuracy as Alexnet, but with 50 times fewer
parameters [48].

What distinguishes sequeeznet is the relatively small number of weights, which simplifies tasks
and considerably speeds up the training process. The architecture of this net was proposed with
several advantage by Wang et al., [48]. Sequeeznet follows the same framework as CNN in terms of
the types of layers it has, and how it works in general. What makes it different is the policy of reducing
and squeezing that is used with each layer or the overall optimization.

Starting with the convolution layers, which are the most important layers in all CNNs models, each
has one or more matrices of filters that act as learnable weights. Filters are convolved with the input
to compute the output, as a mathematical form they are slid across the input to compute the sum of
the dot products between the filter and the input at every single position. Therefore, this
computational process becomes more complicated and requires more time with the filters of large
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dimensions as if it is (5x5) or (3x3). In squeezenet filters in this layer are (1x1). For example, if
compared to the filter (3x3) it is 1/9 less computationally [19].

Figure5 shows how to convolve of input image (5x5) with a filter (3x3) to give a map of (3x3).
Getting the first element in the output is done by sliding the filter across the first (3x3) cells in the
input:  (1x1)+(1x0)+(1x1)+(0x0)+(1x1)+(1x0)+(0x1)+(0x0)+(1x1) = 4

/2/ 4 3

|
»
\u\\\

o ©f ©| ©f =
~ o| of ~| =

Fig. 5. Convolve a part of input image (5x5) by filter(3x3) to
give map of(3x3)

Another reduction is for the input channels, which are reduced to (3x3) filters to get:

Total quantity of parameters in the layer = (number of input channels) x (number of filters) x (3x3)

For all the CNNs models, the output of the convolution layer is called ‘Activation Map’ [1]. Figure
6 shows the number of the Activation Maps for an input image of (32x32x3) which gives 6-activation
maps of (28x28x3) as output if it is through 6-filters of (5x5). Squeezenet has also an improving design
although the two minimization patterns are shown above, the design keep its big activation map
design despite a late down sampling [19].

activation maps

32
28

Convolution Layer

32 28
3 6

Fig. 6. Activation maps for (32x32x3) input image

A successful application of these three ideas, the squeezenet achieved them through a building
block architecture called ‘Fire module’ which it is A squeeze convolution layer (that contains only 1x1
filters) feeding into an expanded layer with a combination of 1x1 and 3x3 convolution filters
constitutes shown in Figure7.

Fig. 7 Fire module structure in SqueezeNet model

A single convolution layer (convl) is the beginning of the squeezenet design, then 8-Fire modules
are followed that (Fire 2-9), at last another convolution layer (conv10). With each Fire module, the
number of filters is gradually increased. Figure8 shows the details of this architecture
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Fig.8. SqueezeNet architecture

At last the characteristics of the used networks was shown in Table 1 and Figure 9 shows the block
diagram for our system, which is learned in the off-time and then subjected to several real-time tests.

Table 1
The characteristics of CNNs used
Network Input size No. of layers Initial Train to
type in pixels in Matlab Learn Rate  validation ratio
Alex Net 227%x227%x3 25 10 70:30
Google Net 224%x224x3 144 10 70:30
Squeeze Net 227x227x3 68 10 70:30

input data

RGB black
background(6°20)

RGB complex

CNN network

AlexiNet

background
(6"150)&(27*50)

i

resize image
RGB complex
background
(6"100) collect by

webcam

Real time RGB
complex

googleNet

squeezeNet

DIo[0 |

background one
image by webcam

g.

image

3. Results and Discussion

Fig. 9. Proposed DL architecture system

For the TML system, the results in terms of accuracy (Acc.) and the time required for the validation
test are shown in Table 2 for (HOG, LBP, and GLCM) features using the KNN classifier.
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Table2
Results for TML
Type of No. & type testing Acc. %
Feature of signs Time/sec
6x20 Black background 3.8 100
HOG 6x150 Complex background 11.8 95
(27x50)alphabet Complex 17.49 99.2
Background
6x20 Black background 0.71 96.7
LBP 6x150 Complex background 2.89 91.7
(27x50) alphabet Complex 3.008 97.7%
Background
GCLM 6x20 Black background 3.5 88.3
6x150 Complex background 0.75 81.8
(27x50) alphabet Complex 1.22 90.2

Background

The validation results for the DL system in terms of accuracy (Acc.) and the time required for the
(training and validation) time by the using of the 3-types of CNN technique in the off time are shown
in Table 3. The best results appear with SqueezeNet.

Table3

Results for DL by three types of CNN

CNN type

No. of signs
type image

NO. of
layers

NO. of
Epochs

Training
time/min

Testing
time/sec

Acc.
%

AlexNet
CNN

GoogleNet
CNN

SqueezeNet
CNN

6%20

Black
background
6*150
Complex
Background

6%20

Black
background
6*150
Complex
Background

6%20

Black
background
6*150
Complex
Background
(27*50)
alphabet
Complex
Background

25

25

144

144

68

68

68

10

20

10

10

3.33

127

6.31

354

4.13

369

17hour

3.44

11.44

6.64

32.99

3.12

11.2

24.86

100

98.50

99.8

98.52

100

99.85

97.57
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A comparison was offered between the three types of CNN in terms of:

v’ The year of invention.

v/ The number of parameters needed to reach the final decision necessary for the
classification process.

v The ratio of minimizing the number of parameters when considering AlexNet as the
reference (Ref.).

v The module that was implemented in each type.

v' In addition, the memory size required by each model. All of that are shown in Table 4.

Table 4
Comparison between the three types of CNN
CNN Year of No. of Reduction  Module Memory
invention parameters ratio implement size/ MB
in millions
1  AlexNet 2012 61 Ref. Max 202
pooling
2  GoogleNet 2015 5 12 time Inception 21
smaller module
3 SqueezeNet 2016 1 50 time Fire 3
smaller module

Hand gesture recognition is a crucial procedure that can have a significant impact on various
applications in advanced fields. Furthermore, it enables enhanced communication for individuals
with hearing impairments by employing artificial intelligence and computer visualization techniques.
This study shows cases numerous endeavors to attain optimal outcomes in this field. Table 2 presents
a diverse range of findings obtained by testing various sorts of feature extraction (FE) methods with
the Histogram of Oriented Gradients (HOG) technique. Notably, the black backdrop yielded the
highest achievement, reaching a perfect score of 100%. The experiment with the alphabet,
conducted against a difficult background, yielded favorable outcomes with a 10-fold validation
accuracy of 99.2%. By comparison, Alzohairi et al., [5] attained a precision of 63.56% by employing a
comparable technique. The utilization of LBP features for feature extraction showed that employing
10-fold cross-validation yielded favorable outcomes, specifically a 97.7% accuracy rate for multi-class
difficult backdrop data. The accuracy of the suggested Arabic SL system, employing the LBP
descriptor, was only 9.78%, which may be compared to the findings presented by the authors [5].

both systems used images with identical requirements. The GLCM features yield the highest
accuracy for photographs with intricate backgrounds, achieving a 90.2% classification rate using a
KNN classifier and 10-fold cross-validation. In contrast, for images with black backgrounds, the
accuracy is slightly lower at 88.3% with 5-fold cross-validation and a smaller dataset. The latter
outcome implies that implementing any enhancement, such as transitioning to a 10-fold approach or
expanding the dataset, would likely enhance accuracy. The system described in the reference [39]
attained an accuracy of 85.3%, whereas the accuracy reported in the reference [5] was the lowest at
2.89% when using GLCM, indicating the presence of some type of error impact. Table 3 displays the
three categories of Convolutional Neural Networks (CNNs) employed, along with the corresponding
test outcomes for various data types. These findings indicate that SqueezeNet is the optimal choice
due to its lower number of epochs and reduced storage requirements resulting from the compression
of input, as demonstrated in Table 4.

The alteration in the quantity of epochs impacts the velocity and precision of outcomes in all
varieties of CNNs. It is feasible to decrease the number of epochs based on photographs with simpler
backgrounds. For SqueezeNet, a black background is utilized, necessitating only five epochs. The
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selection of CNN architecture also impacts the number of epochs necessary. To achieve satisfactory
results with AlexNet, it was necessary to increase the number of epochs to 20 while dealing with
photos that have complicated backgrounds. When using the same data, SqueezeNet achieved
convergence in just 10 epochs. A comparative analysis was conducted in Barbhuiya et al., [11], to
assess the performance of two convolutional neural networks (CNNs), namely AlexNet and VGG16.
The accuracy of AlexNet was found to be 99.82% while using data sources with black backgrounds.
This accuracy was slightly lower compared to the current usage of AlexNet, which achieved 100%
accuracy. The authors employed GoogleNet in Sosa-limenez et al., [42] to achieve a validation
accuracy of almost 98% for five letters and 74% for 10 letters. The dataset they utilized included both
black and complex backgrounds. The new work surpassed these results with an accuracy of 99.8%
and 98.52% for black and complicated backgrounds, respectively. In the study referenced as
Kasukurthi et al., [25], the researchers utilized SqueezeNet to achieve a maximum training accuracy
of 87.47%. The corresponding validation accuracy reached 83.29%.

The corresponding outcomes in this instance are 100%, 99.85%, and 97.57% for black
backgrounds, complex backgrounds, and the complete ASL alphabet, respectively. To achieve
improved accuracy in handling various sorts of data, it is necessary to increase the number of photos
for each class, particularly when dealing with complicated backgrounds. The accuracy achieved was
99.89% for a dataset size of 6x150, with a training time of 6.15 hours and a testing time of 11.2
seconds. In contrast, a dataset size of 27x50 resulted in an accuracy of 97.57%, with a training time
of 17 hours and a testing time of 24.86 seconds. The decrease in the quantity of photos each gesture
category, from 150 to 50, resulted in a decline in accuracy. Consequently, in order to enhance
accuracy for the entire alphabet, it is imperative to raise this quantity to 150 images per gesture.
However, this would extend training time well beyond the observed 17 hours, and the required
storage space would also increase. Examples below of a different number of samples for (4-signs) can
show this fact:

With 10 samples for every sign giving an accuracy reach of (46.6%), we can also notice fluctuations
in the precision value in almost all periods as shown in Figurel0.

Resus
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Fig. 10. The training progress of (4-signs) with 10 samples
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With 20, samples for every sign the accuracy value began to improve to the testing data as shown
in Figurell.

Resbs
Vaidation accuracy. 2000%
Tranng frssted. Reached fnf teraton
Training Teme
7 Srt e 242002021 193523
b Bxpsedume 4mndsec
§ Training Cycle
(8 Epocn 010
Rerston 1018
Rerations per epoch: "
Vs tertors: "w
Epoch 3Epoch 4Epoch SEpoch 6Epoch 7Epech 8 Epoch 9Epech 10
0 S0 100 150
Heraton Accuracy
Traning [smooted)
Traing
z; - - -~ Vadawn
h
5 Loss
3
H ,\"’\“ Traning [smocted)
Eooch 1 Epoch 2Epach 3Epach 4E ,}E% Epoch TR
r h S
o(ERoch 1 Epoch 2Epo Epo poch T .

---® -~ Vadien
[}

Fig. 11. The training progress of (4-signs) with 20 samples

With 40 sample for every sign the test, give a best result in term of accuracy but when repeating
the test, there are some results that do not give high accuracy as shown in Figure 12.
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Fig.12. The training progress of (4-signs) with 40 samples

With 100 sample for every sign, the result was very suitable and still gave high accuracy whatever
the test step is repeating, as shown in Figure 13. Which shows a smooth curve from the middle of the
periods (5-epoch) traversed by the system.
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Fig. 13. The training progress of (4-signs) with 100 samples

These test results can be demonstrated in terms of the number of samples for every class and the
(Acc. %) for every image in the random choice tests with the showing of it is true (T) or false (F) in
(Table 5).

Table 5
Comparing the results when changing the number of samples for each class
No samples 1%t image 2" image 3" image 4" image
10 77.6(F) 99(T) 46.6(F) 77.2(T)
20 76.8(F) 93.1(T) 78.1(T) 99.9(T)
40 100(T) 100(T) 98.5(T) 100(T)
100 100(T) 100(T) 100(T) 100(T)

After testing the system in the off-time phase, HOG gave the best results but when the system
was tested in real time the result was very pore so we chose the SqueezeNet model only, which offers
the best results in the real-time phase. Therefore, the next step is utilizing the proposed system in
the real-time phase for 6-singes, which will be used as orders in the smart environment. The results
of recognition in terms of accuracy and the name of the class that the system selected appear on the
upper side of the capturing image as an output.

The recognizer system is with a high level of accuracy in instantaneous time. The capturing images
are taken in different conditions. The signs that chosen are represent the letters (A, B, C, five, V, and
Point) in ASL, the images are with different distances from the camera and different persons. Some
images are captured by rotating in direction and others with a lighting background. Although some
images are with a complex background, which is not the same as the background for the dataset that
the system learned on, the accuracy is still suitable and the recognition is right. These results and the
average over all accuracy can be found from Table 6.

In this work, a commend voice, which represent the output text for the recognized image was
included as an output for the system to be active in the smart environment system.

To compare with previous studies that used SqueezeNet, [25] it in off-time with the dataset called
(surrey finger) and the validation accuracy was 83.29%.

In comparison with another system (R, N.M, and Abburi 2020), which converts gestures to a
speech using the traditional machine learning TML system by extracting features using PCA and SVM,
KNN classifiers to achieve 90% accuracy. The image of that system is limited to a white background
and clear so the proposed system outperforms it due to the complex background for the images used.
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A summary of SLR studies for static hand gestures by a vision-based approach in real-time with
the utilized system either TML or Deep learning (DL) systems, background information, and the
output type, is shown in Table 7.

Table 6

The average overall accuracy
Sign Different forms of (Acc.%) Average
A 100 99.9 93.3 99.3 89.7 96.44
B 100 88.7 99.4 100 99.9 97.6
C 100 100 94 99.4 99.8 98.64
\'} 99.8 100 99.9 98.5 98.2 99.28

Five 100 100 99.7 99.3 100 99.8

Point 100 99.8 100 99.9 99.3 99.8
Average over all accuracy = 98.593 %

With estimated time for every sign recognition = 0.001 sec

Table 7
Summary of SLR studies compared to the proposed system
Ref. Dataset year preprocessing FE Classifier Acc. %
By TML systems
(Dardas (10)-bare hand 2011 face subtract.& SIFT features K-means 96.23
and posture detect skin, hand via bag-of- clustering in
Georganas white wall gesture contour features SVM classifier ~ 0.017
2011) background comparison sec
(text)
(Jayashree 26-ASL alphabet 2012  detect hand skin edge detection Euclidian 90
R. In complex convert to binary by “Sobel” distance in
Pansare, background median filter method 0.5 sec
Gawande, Gaussian filter (text)
and Ingle Morphological
2012)
(Ahmad 10- static hand 2013 Subtract Converted hamming 82.1
and gesture Background Color contour distance in
Akhter Complex segmentation, to orientation 7.36ms
2013) background Select(ROI) based on hash (text)
codes
[34] (BdSL)\2-hand 2014 skin color segm. FE for hand KNN\ (text)
Bengali language ,reduce noise by shape :(finger Vowels 98.17
Uniform color Gaussian position, &
background conv. gray-BW fingertip) Consonants 94.75
(Jayshree ASL capturing by 2016 removing noise (EOH) features SVM 88.26
R. Pansare web camera morphological in
and Ingle Black background operation 0.5sec
2016) Skin detector (text)
By DL systems
(Islam, ASL/ 2017 resized to 260x260 fingertip finder, ANN 94.32
Siddiqua, Black background RGB to binary eccentricity, neural in
and Afnan median filter elongatedness network 10sec
2017) rotated images (text)
(Taskiran, ASL gestures 2018 converted Hidden features Hidden 98.05
Killioglu, Massey dataset RGB to YCbCr extraction by classifier by (text)
and Black background convex hull CNN CNN
Kahraman algorithm for skin
2018) color
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(Bohra et capturing 40 2019 Convert to grayscale maximum CNN 99

al. 2019) different gestures Use median blur contoured area in

uniform color Hand detection by for hand gesture 0.0008s
background Color skin ec
(text)

(Kadhim (28-classes) ASL 2020 resized (224 x 224) Hidden features Hidden 98.65%

and Different extraction by classifier (text)

Khamees backgrounds CNN:VGGnet VGGnet
2020)

(Mujahid gestures of five 2021 UsingYOLO Obtaining Hidden 97.68%
etal. numbers: with200images  boundary box (x- classifier in (text)
2021) Uniform color increasing 2-fold, axis, y-axis, YOLOv3 and

background. each image was height, and DarkNet-53
duplicated width) in hidden CNNnet

layers: YOLOv3
& DarkNet-53

(Shin et al. 77 label KSL 2023 convolution and modified 89.00%
2023) transformer- version of FFN
based multi-
branch network

Our complex 2024 resized (227x227) No manual FE Hidden 98.5
proposed background only classifier by in

system Different hand SgeeseNet 0.001
shape (male sec

&female& child)

e Smart classroom application

Modern civilization is undergoing a trend known as "smart environment technology" which
creates intelligent living spaces for daily comfort and ease. Classrooms can be one of these
environments that are designed to be automated structures supported by equipment for control,
monitoring, and detection, including heating and cooling, lighting, ventilation, and security [38].
Gateways are the name given to these contemporary systems, which include sensors and switches
and communicate via a central axis. These gateways are control systems that have a user interface
on smartphones or computers. The Internet of Things (loT) controls the communication network [2].
Smart classroom users can manage, control, and automate any electronic component in their
environment because every digital gadget has connectivity to the Internet [50]. One of the voice-
controlled applications is Amazon Alexa which was developed by the Amazon company. It is
apparently used to play music, respond to general inquiries, set timers and alarms, or manage
networked devices. Users submit a request, which Alexa filters using speech recognition and natural
language processing. After gaining access to gateway services, Alexa responds to the user [28].

e Smart classroom for deaf people by Alexa device

An important question is when does Alexa start responding? In fact, Alexa is designed to listen
continuously, but the response is only achieved when it hears a keyword to wake up. In the proposed
system (Alexa) echo dot is used, which is provided by Amazon as a voice control device as shown in
Figure 14. Six comments have been suggested for the 6-signs that have been identified here these
comments are shown in (Table 8).
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Table 8
Comm.ents that chosen for the 6-signs EChO ;:::;”62.«‘,
Sign Comment p— e
A Alexa el SRR s onre
B open the window :
C turn on lamp
\" close the window
Five turn on the air conditioner
Point play alarm

Fig.14. (Alexa) echo dot from amazon

When the recognition process is done, Alexa needs these voice comments to achieve a response.
So an algorithm for changing the text to voice is implemented by using the Speech Synthesizer net
system the output is of a sound voice and text above the image gesture as shown in Figurel5.

Alexa, 996% close the win Play lam, 97.1%

opell ewiﬂdow,mo%
\
: '»‘ ‘ 1

turn on the air conditioner, 9889

i

Fig. 15. Results with text commend

For implementing a smart environment service, there is a need for two application:

Amazon Alexa app., which is necessary to setup Alexa and control its services and skills. Smart life
app. Which is necessary to specify the smart devices that the user want to be added to his smart
environment control system. Alexa will employ the comment, to get certainty that Alexa is
responding for the mute user there is a blue light ring will appear around the top of Alexa, as shown
in Figurel6. This response is surely not important only for deaf people but also for any user looking
for more easy services for his smart environment.

Fig. 16. A blue light ring will spin
around the top of Alexa at response
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4. Conclusion

E-learning fosters individualized instruction, caters to various learning preferences, and
streamlines communication, thus advancing equitable educational opportunities for kids who are
Deaf-Mute.

This paper presents a fast and accurate system for sign recognition by focusing on higher accuracy,
which would result in the use of a squeezenet CNN as proposed in this work. The study result revealed
that this would cause the time for training to increase. Furthermore, the change in the number of
epochs was identified as one of the major factors effecting the speed and accuracy of CNN results,
irrespective of algorithm type. It was also noted that the reduction in the number of epochs depends
on the properties of the image sample entered, such as image background complexity. In this study,
a black background was used for SqueezeNet; there is a requirement for 5 epochs only, but when the
image was with a complex background number of epochs was 10 epochs. The type of CNN used also
has an effect. In AlexNet, the implementation of images with complex backgrounds required
increasing the number of epochs to 20 to obtain satisfactory results. While in SqueezeNet with the
same data, it only took 10 epochs. Based on these study findings, Squeezenet was revealed to be
suitable for limited space memory because of its performance in squeeze element components,
which gave an excellent idea for serving smart environment applications such as e-learning
classrooms.

The suggested solution should be implemented in the future using a Raspberry Pi as the hardware
component. Provide a reverse system that translates sound waves into Second Life visuals, more
suited for usage in smart integrated environments that support deaf-dumped individuals in need of
specialized, targeted healthcare.
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