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This work demonstrates the performance boost brought by a RISC-V out-of-order 
processor. In this work, we design a 32-bit RISC-V out-of-order processor using RTL 
methodology, unlocking the potential of out-of-order execution for enhanced 
performance in RISC-V processors. By comparing the out-of-order and in-order 
processors, this work highlights the limitations of the latter. The work focuses on Verilog 
code and the Synopsys VCS compiler [15] for designing both processors, with 
observation facilitated by the DVE waveform viewer. The RTL design process includes 
load buffers, reservation stations for adders and multipliers, and effective hazard and 
dependency handling through stall mechanisms. Incorporating the Tomasulo algorithm 
enables dynamic instruction scheduling in the out-of-order processor. This work’s 
outcome is an RTL design of a 32-bit RISC-V out-of-order processor, demonstrating 
improved performance compared to the in-order processor [1]. This work sheds light 
on the advantages of out-of-order execution and paves the way for further research in 
advanced RISC-V processors. The results will showcase the significant advantage of the 
RISC-V out-of-order processor over the in-order processor, offering a glimpse into the 
exciting possibilities that out-of-order execution brings to the RISC-V architecture, 
leaving readers eager to delve deeper into the potential impact of this innovation. 
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1. Introduction 
 

In-order processors are slower as compared to out-of-order processors because they are 
constrained by the requirement to execute instructions in the order in which they are fetched from 
instruction memory. This means that the processor must wait for the previous instruction to 
complete before executing the next one. This can lead to a slowdown in performance [14]. 

This work draws inspiration from the Berkeley Out-of-Order Machine (BOOM) [2,3] and other 
related studies [5-8,13], which have demonstrated the advantages of out-of-order execution in 
improving processor performance. By implementing out-of-order execution, the work aims to 
overcome the sequential execution constraint of in-order processors, allowing instructions to be 
dynamically reordered for optimal execution. Additionally, by leveraging the open-source nature of 
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RISC-V, the design benefits from the flexibility, modularity, and scalability offered by this instruction 
set architecture [9]. 

We design a 32-bit RISC-V Out-of-Order processor using Verilog. It aims to demonstrate the 
performance improvement of the RISC-V architecture with out-of-order execution compared to an 
in-order processor. The design will be tested using a sample instruction set to validate its functionality 
and performance. 

The paper outline is as follows. Section 2 describes the proposed out-or-order RISC-V. Section 3 
discusses the performance of the RISC-V and Section 4 concludes the works.  
 
2. Proposed Out of Order RISC-V 
 

This proposed design only focuses on integer operations, with the design and implementation of 
both RISC-V out-of-order and in-order processors at the Register Transfer Level (RTL) using Verilog. 
The design process begins with the classic 5-stage 32-bit RISC-V architecture of an in-order processor 
followed by the 5-stage 32-bit RISC-V Out-of-order processor. Later, the performance and results of 
this in-order processor will be compared to the out-of-order processor. The 5-stage 32-bit RISC-V in-
order processor, as depicted in Figure 1, consists of 5 stages which are Instruction Fetch, Instruction 
Decode, Execution, Memory, and Write Back stages which are also presented in 5-stage 32-bit RISC-
V out-of-order processor as depicted in Figure 2. Note that forwarding paths [10] are also included in 
both processors.  
 

 
Fig. 1. The 5-stage 32-bit RISC-V architecture of in-order processor [4] 
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Fig. 2. The architecture of the 5-stage 32-bit RISC-V Out-of-order processor 

 
The design of the 5-stage RISC-V Out-Of-Order processor in this work includes key components 

inspired by the Tomasulo algorithm [11] which are the reservation stations [12], load buffer and 
register result status. By integrating these elements into the processor's architecture, the design 
harnesses the advantages of dynamic instruction scheduling and out-of-order execution. 

By referring to Table 1, a register in the register file holds a pointer or the actual result that should 
be written on it. If a register holds a pointer pointing to a Reservation Station (RS) entry or Load Buffer, 
this indicates that the register is a destination register and waiting for the result from the operation 
in that RS entry or load buffer. Otherwise, the register will be holding the actual result that is produced 
in the processor. In Table 1, “result_status” refers to the status of the register (busy or free) and 
“store_rd_id” refers to the pointer pointing to the reservation stations. 

 
Table 1 
The table of registered result status 
Register X0 … X31 
pointer/result    
result_status    
store_rd_id    

 
Within the context of the Tomasulo Algorithm, the reservation station as shown in Table 2 is a 

key component in out-of-order execution processors that manages and facilitates the execution of 
instructions. It acts as a centralized buffer or queue that holds instructions waiting for their operands 
to become available. There are 2 reservation stations in the design: adder reservation station which 
operates for ALU operation and multiply reservation station which operates for multiply operation. 
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There are several components in this reservation module which are Vj, Vk and Qj, Qk. Vj and Vk are 
the values of the source operands after they have been resolved whereas Qj and Qk are the pending 
operands in terms of RS identity. The “j” in Vj refers to the first register while the “k” refers to the 
second register; the same goes for Qj and Qk. The output of the reservation station should always 
depend on Vj and Vk. When both Vj and Vk have values, the corresponding instruction is ready for 
execution, so the values of Vj and Vk should be sent to the output of the reservation station. 
 

Table 2 
The reservation station 
Location Unit Busy/free Vj Vk Qj Qk 
4 Multiplier reservation 1 Free     
5 Multiplier reservation 2 Free     
6 Adder reservation 1 Free     
7 Adder reservation 2 Free     
8 Adder reservation 3 Free     

 
3. Result 
 

Figure 3 presents a list of basic RISC-V instructions that are used to test the RISCV-V processors. 
lw instruction takes 3 cycles, mul takes 13 cycles, and sub takes 5 cycles. Multiplication operation 
takes more cycles due to the inherent complexity of the multiplication operation, which requires 
more time compared to simpler operations. 

 
lw x6, 34(x2) 
lw x2, 45(x3) 
mul x0, x2, x4 
sub x8, x6, x3 
sub x10, x6, x2 

Fig. 3. Instruction set used for 
testing the RISC-V processors 

 
Figure 4 shows the output waveform that is produced by the RISC-V in-order processor. The start 

time of this in-order processor is 120s while its end time is 630s. The reason that it is starting from 
120s instead of 0 is because according to the design of the in-order processor in this work, the first 
120 seconds are used to store the value to the source registers of load instruction in Figure 3. The 
value must be stored into the register before loading to them. Otherwise, there will be no value 
loading to x6 and x2. CPU time and speedup are two common evaluation metrics for processors [16]. 

CPU time (or CPU Execution time) is the time between the start and the end of execution of a 
given program. There are two ways to calculate the CPU time which are stated in Eq. (1) and (2) 

 
CPU time = Clock cycles for a program ∗ Clock cycle time       (1) 

 
CPU time = Time at which it completes all instructions − Time where it begins    (2) 

 
The total number of clock cycles in Figure 4 to complete all the instructions is 25.5 and each clock 

cycle is 20ns. Applying Eq. (1), the CPU time of the in-order processor is calculated by multiplying 25.5 
by 20ns, resulting in 510ns. Similarly, applying Eq. (2), the CPU time is calculated by subtracting 120ns 
from 630ns, also resulting 510ns. Consequently, the CPU time of the RISC-V in-order processor is 
determined to be 510ns. 
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Fig. 4. Output waveform of RISC-V In-order processor 

 
Figure 5 shows the output waveform produced by the out-of-order processor. In this case, the 

starting point is 0s. This is because, for the design of an out-of-order processor, the source registers 
of the lw instructions are initialized with values beforehand. Therefore, the time is measured when 
instruction is fetched in the beginning. 

The total number of clock cycles in Figure 5 to complete all the instructions is 20.5 and the clock 
cycle is the same as previous. Applying Eq. (1), the CPU time of the in-order processor is calculated by 
multiplying 20.5 by 20ns, resulting in 410ns. Similarly, applying Eq. (2), the CPU time is calculated by 
subtracting 0ns from 410ns, also resulting in 410ns. As a result, the CPU time of the RISC-V out-of-
order processor is 410 ns. 
 

 
Fig. 5. Output waveform of RISC-V Out-of-Order processor 

 
The difference in CPU time between the in-order processor and out-of-order processor is as 

shown in     Eq. (3) while the Speedup is as shown in Eq. (4) 
 

CPU time difference = 
(CPU time of in − order processor) − (CPU time of out − of − order processor)         (3) 
 
𝑆𝑝𝑒𝑒𝑑𝑢𝑝 = ୉୶ୣୡ୳୲୧୭୬ ୲୧୫ୣ ୭୤ ୧୬ ି ୭୰ୢୣ୰ ୮୰୭ୡୣୱୱ୭୰ 

୉୶ୣୡ୳୲୧୭୬ ୲୧୫ୣ ୭୤ ୭୳୲ ି ୭୤ ି ୭୰ୢୣ୰ ୮୰୭ୡୣୱୱ୭୰
                (4) 

 
Therefore, calculating the difference in CPU time between the in-order processor and out-of-

order processor using Eq. (3) yields 510ns - 410ns = 100ns, while the calculated speedup is 510ns / 
410ns = 1.243. As a result, the RISC-V out-of-order processor is 100 seconds and 1.243 times faster 
than the RISC-V in-order processor. 
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Figure 5 reveals non-sequential changes in register values compared to the instructions. For 
example, lw instruction writes to x6 in the 4th clock cycle, while x2 is written in the subsequent 5th 
cycle. The value of x11, resulting from the mul instruction, requires 14 clock cycles to obtain the final 
result. However, due to data dependencies, an additional 4 clock cycles are required to complete the 
computation, making it complete in 18 clock cycles. While waiting for x11 to obtain its result, both x8 
and x10, originating from the sub instruction, finish their computations earlier. This highlights the 
impact of data dependencies and the varying completion times of instructions within the execution 
pipeline. Table 3 presents the results that indicate the speedup increased significantly as the number 
of instructions grew from 5 to 10. The calculated speedup for 5 instructions was 1.243, while for 10 
instructions it reached 1.488. These findings demonstrate a notable improvement in speedup when 
both the in-order and out-of-order processors were tested with a larger instruction set. 

 
Table 3 
Relation between the speedup and the number of instructions 
Number of instructions Execution time of in-order 

processor(ns) 
Execution time of out-of-
order processor(ns) 

speedup 

5 510 410 1.243 
6 530 410 1.293 
7 550 410 1.341 
8 570 410 1.390 
9 590 410 1.439 
10 610 410 1.488 
 
The RISC-V out-of-order processor in this work showed significant superiority over the in-order 

processor. With the tested instruction set, it achieved a speedup of 1.243. When evaluated with a 
larger instruction set, the speedup increased further to 1.488. These results highlight the improved 
performance and advantage of the designed RISC-V out-of-order processor, especially with larger 
instruction sets. By dynamically scheduling instructions and utilizing parallelism efficiently, the out-of-
order processor enhances its performance. 
 
4. Conclusion 
 

In conclusion, the evaluation and comparison between the out-of-order and in-order processors 
revealed significant findings. The out-of-order processor exhibited superior performance in terms of 
execution time delivering faster processing speeds. This can be attributed to its advanced instruction 
scheduling and dynamic execution capabilities, enabling efficient resource utilization and effective 
parallelization of instructions. The out-of-order processor prioritized instructions based on data 
availability, facilitating the early completion of dependent instructions. The experiment has 
demonstrated that out-of-order execution performs better in terms of execution time and speedup. 
These results affirm the advantages of employing out-of-order execution techniques, optimizing 
resource utilization, minimizing data dependencies, and achieving faster processing times. This is 
beneficial in complex and data-intensive applications where instruction-level parallelism and efficient 
resource management are crucial. 
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